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Mathematica w Python (TensorFlow, Keras).

BBEAEHUE

WckyccTBeHHBI HHTENIEKT CTAHOBUTCH HEOTh-
eMJIEMOH 9aCTBI0 COBPEMEHHOTO MHUPA — OT aBTOMa-
TH3ANWY TPOU3BOICTBA U JNATHOCTUKY 3aD0IeBaHMi
0 CO3MAHUS TPAHCIIOPTHBIX CUCTEM, aHAN3a (Ou-
HAHCOBBIX PHIHKOB. OqHUM U3 Hanbojee 3aMETHBIX
MIPOPBIBOB CTAHOBATCH HUCKYCCTBEHHBIE HEHPOHHBIE
ceru (MHC), KOTOpBIE y2Ke HE BOCIPUHUMAIOTCH, KAK
abcTpaKkTHAS TEXHOJOTHS W3 HAYIHBIX MyOIHKAIIH,
a aKTHUBHO HCIOJIB3YIOTCS B TTOBCEIHEBHON YKU3HHU.

[TapaaiespHO ¢ POCTOM MOMYISAPHOCTH HEHPOH-
HBIX CeTeil HBICTPO IBOTIOMUOHUPYIOT TPOrPAMMHBIE
WHCTPYMEHTHI /i1 UX Pa3paboTKu, MOTu(MUKAITAN
u TectupoBatus. CrernuaancTaM JOCTYITHBL YHIUBED-
CAJIbHBIE BEIYUC/IUTENBHBIE CHCTEMBI KOMITBEOTEDHOM
MaTEMATHKN, HAITPUMED, CUCTEMa KOMIIBIOTEDHOL
anrebper Wolfram Mathematica (WM)  [1], rub-
kue OpeiiMBOPKH, B YaCTHOCTH, HA s3bike Python
([2]): TensorFlow, Keras, PyTorch, a Tak:ke crenu-
AJIN3UPOBAHHDBIE OMOJIMOTEKN [JIsT aBTOMATH3AITNN
nonbopa runepnapamerpos — Optuna, Ray Tune u
Ipyrue. Beibop HOAXOSIEil 9KOCHCTEMBI CTAHOBHT-
¢ CAMOCTOATENBHON 33J1a4ei, OT KOTOPOU 3aBUCHUT
yCIex BHEJIPEHUS NWHTELIEKTYAIBHBIX TEXHOJIOTHH
B MIPOMBIILIEHHOCTE, MEIUITHHY, TPAHCIIOPT, chepy
(P POBBIX CEPBHUCOB.

I. HMHCTPYMEHTHI MATHEMAT] Aé{ﬂﬂ
IIOCTPOEHUNSA U HACTPOUKHN MHC.

WM npenocTapiaseT MEOXKeCTBO HHCTPYMEHTOB
JUTs yAOOHOTO TOCTPOEHUS U HACTPONKY HETPOHHBIX
cereii 0€3 HEOOXOINMOCTH BPYYHYIO TPOrPAMMUDO-
BaTh KaXkKAyI0 JeTaib. B coctae Mathematica Bxo-
qut moaysb Neural Networks, koTopsiit mo3soJisier
pazpaboTInKaM UCIOJB30BATHL ITPOCTON 1 MOHSITHLII
CHUHTAKCHUC [t OBICTPOrO CO3IAHUST MHOTOCIONHBIX
HEHPOCeTEBBIX MOIETeH MTPAKTUIECKH JIIOO0H CJA0K-
HOCTH.

Koucrpykius meitponnoit cern 8 Mathematica
CTPOUTCS AEKJAPATUBHO, TYTEM MOCIEI0BATETHHO-
ro onucanusi cja0éB. Baxxwuoit ocobennocteio WM
Neural Networks siByisieTcs HaJIu4MRe MITAPOKOTO Ha-
6opa 6a30BBIX U CIENUATU3UPOBAHHBIX CJIOEB. [Toin-

30BaTeNIb MOMKET CO3/1aBaTh IOCIEIOBATENLHBIE 1
DPa3BETBJ/IEHHBIE KOMIIO3UIINN CJIOEB, KOMOMHUPYS:
LinearLayer — syt BRITOJTHEHU ST JTUHENHBIX TPE0D-
pazosanuii; PoolinglLayer — juisi ymenbIenust pas-
MEDPHOCTH U TIOBBIMEHUS YCTOWYUBOCTH K IIYMY;
ElementwiseLayer n BatchNormalizationLayer — ayis
PeaTn3aIun mOIEMEHTHBIX U HOPMAJIN3YOITIX OIe-
pammii; ConvolutionLayer — mjst BeimesieHus Ipo-
CTPAHCTBEHHBIX TPHU3HAKOB B m3obpaxkennsx; ReLU,
Tanh, Softmax u apyrue dysKnnm akTuBamum — Ijs
BHEJIDEHNsT HEJIMHEHHOCTH U KOPPEKTHOTO (hopMupo-
BAHUS BBIXOJHOTO CUTHAJIA.

Cucrema WM mognep:kuBaer pasauanse GHop-
MaThl BXOJIHBIX U BBIXOJHBIX JIAHHBIX. Djarogapst
BCTPOEHHBIM KOAWPOBITHKAM U JEKOAEPaM, CETh MO-
ZKeT pa6OTaTb HE TOJIBKO C YHCJIOBBIMH BEKTODaMM,
HO ¥ ¢ W300PAKEHUSAME, TEKCTAMY, ayIHOCUTHAIAMI
n mx KOM6I/IH&HI/IHMI/I. ,ZLOHO.HHI/ITGIH)HI)IM npenmMy-
mecteoM Neural Networks WM asisercs naamane
BOJIBITIOTO YHCIa TPENOOYIEHHBIX MOJIEIEH U Crierna-
guzuposanuoro Wolfram Neural Net Repository, rue
TIPpEJCTaBJICHBI aPXUTCKTYPBI 4 DEIeHnd CaMbIX
Pa3SHBIX 3aJda4. HOIH)SOB&TGIH) MOZKET NMIIOPDTHUDO-
BaTh TOTOBYIO CETh, AJANTHPOBATL €€ oM COOCTBEH-
HBIE JAHHBIE, BU3YAJIU3UPOBATE CTPYKTYDY U XOZ,
paboTHI, & TAKKe AHAJTU3HPOBATH METPHKY KAYECTBA,
NMHTCPAKTUBHO.

[Tocae Toro Kak apxmTeKTypa HeilpOHHOM ceTn
OTPE/IeJIEHA U TIOJITOTOBJIEHBI JAHHBIE, CJIELYFOIHM
IIArOM CTAHOBUTCS HEMOCPEACTBEHHO 00yYeHNe MO-
genn. B WM st atoro mcnonb3yercss QyHKIHs
NetTrain — mo3BoJisieT 3aIyCTUTE MPOIECC 0Dy te-
HUd, yKazaB obydarormuii Habop JAHHBIX W HY K-
Hele TapaMeTpsl onTuMuzaui. B NetTrain monn-
30BaTeIb 384a6T KOJUIECTBO 30X (HUCJIO TOJIHBIX
[IPOXOJIOB 110 BCeM O0YYaIOMIUM JIAHHBIM ), Pa3Mep
MuHU-TIaKeTa JaHubix (batch size), a Takxke BoiOu-
paeT yCcTpPOHCTBO, Ha KOTOPOM OVAET BBHITIOJHSTH-
cs1 00yuerue (HanpuMep, HEHTPAJILHBIN TPOIECCOD
wnn rpadudeckas Bujeokapra). drobbl KOHTPOJIU-
pPOBaThL KAaIeCTBO 00y4YeHnss 1 n30eKaTh MPODIEMBI
epeobyUeHn s, MOXKHO yKa3aTh JIOMOJTHUTEIBHBIH
HaGOP JAHHBIX (BaJIMAAIMOHHBIN) JIJIs OLEHKH [1PO-
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MEJKYTOYHBIX PE3Y/IBTATOB. 3aMevaTes/bHON 0cobeH-
moctwio Neural Networks WM siBsieTcst BCTpoeHHAS
BHU3yaJIM3anys nporecca obydenus. B pexxime pe-
aJBHOTO BpeMeHn WM moKa3mIBaeT, KaK H3MeHseTCsT
omnbKa, KaK pacTér TOYHOCTh MOJIEH 110 Mepe e
0byuennsd. [lonb30BaTeNb MOKET OCTAHOBUTE 0DYUe-
HHe, CKODPEKTHPOBATHL aDXUTEKTYPY HEHpPOCeTH Win
M3MEHHUTH TUIIEPIIAPAMETDHI.

Hacmpoiixa v onmumusauus 2enepnapamem-
pos 6 WM. OnauM 13 BaskKHEHINUX 3TAIOB B 00y-
YEHUHM HEWPOHHBIX CETEH ABJISAETCA HACTPOWKA T'H-
eprnapaMerpoB, 0T KOTOPBIX HAIPAMYK 3aBHCHT
TOYHOCTE MOJEN, CKOPOCTh CXOOUMOCTH U 00Iast
YCTOMYIHBOCTE K 11epeobydennto. ['unepnapamerpsl,
B OTJINYME OT MAaPAMETPOB MOJENN, HE ODYIar0T-
¢ HAIPAMYIO BO BpPeMs IDAJUEHTHOIO CIIYCKa, 4
OIPEIETAIOTCS JI0 Hada a Iporecca obydenus. B
WM peanuzarmusa HACTPOIKN TUepIapaMeTpPOB OCY-
MECTBJIAETCH ¢ UCIOJB30BAHNEM BCTPOEHHBIX BO3-
MoxkuocTell Qpyukinn NetTrain, a Takke mpu mo-
MOIIX IIPOLEAYPHOTO IIPOTPAMMHUDOBAHUA U BU3Ya-
auzarun. WM npefocTaBiaser 10JIB30BATEIO TTPs-
MO foCTyn K HaumbojIee 3HAYNMBIM THIIEPIIADAMET-
paM B Buie ONIHUi, MepefaBaeMbix B (DYHKIIUIO
NetTrain. B gacTHOCTH, K YUCAY YacTO HaCTPaW-
BAEMBIX TAPAMETPOB OTHOCATCS: CKOPOCTH 00yde-
uust (LearningRate), tun ontumuzaropa (Method),
pazmep mununakera (BatchSize), koaudyecTso 910X
(MaxTrainingRounds), a Tak:ke cOCTaB U JOJs BaJIN-
panuonnoro Habopa (ValidationSet). Mathematica
MPEIOCTABIAET MOJAB30BATE0 DOraThIil HHCTPYMEH-
Tapuil [JIsi CAMOCTOATETBLHOTO TTOCTPOEHUS TTPOTIE-
JYyPHOTO MTONCKa ONTUMAJBHLIX 3HadeHnit. Jlna cu-
mynsarun meronoe Grid Search m Random Search
MOTYT HCHOJL30BATHCA TaKWE KOHCTPYKIINUN A3bLI-
ka, kak Table, RandomReal, Map, NestList u apy-
THe UTEPATUBHBIE CPeACTBA. JIJId OMEHOK HACKOJIBKO
YCHENTHO 00yYumIack HEHPOHHAS CETh, MOYKHO HC-
OJTB30BATE TPEOCTABISIEMEIE CIENUATBEHBIE METPHU-
Kn KadecTBa. B WM n14 stux meneit mpeaycMorpena
dyukins NetMeasurements, ucnoyib3ys KOTOPYO
MOZKHO JICTKO BBIYUCJ/JIUTE OCHOBHBIC BazKHBIC ITOKa~
3aTeNN, BKIOYAsA: TOYHOCTh, CPEIHEKBAIPATUIHAS
ommmbKa, KPOCC-IHTPOIIHS.

Tak:xe Mathematica mpenocTaBasieT MMOJIE3-
nyto dyukunio NetInformation. C eé nomornsio
MOXKHO TIOJIYYUTE TOAPOOHYIO uHOpMaANmio 00
AKTHUBHON MOJEJHU: CKOJBKO B HEll ITapaMeTpos,
Kakoif €€ pa3Mep, KaKyH TOYHOCTH OHE TIOKa-
3LIBAET HA OOYYAKNNX W BAJUIAIMOHHBIX JAH-
HbiX. KOHEYHO K€, B KOHTEKCTE IPOCTHIX MOJE-
Jeft BO3MOXKHO UCIOIb30BaHNe CTaHIaPTHBIX WM
dyuxmumit onruvuzanun (FindMinimum, NMinimize,
MachineLearningModelParameterOptimization).

Baxuo u ciegyer HAIOMHUTB, YTO TIOJB30-
BaTen WM MOryT KOMOMHHPOBATE ¢ BHENTHUMU
cpegamu (B yactHocTr, Python) yepes unrepdeiic
ExternalEvaluate, WolframScript mwin REST API,
MOXKHO TIOJIKJ/IFOYATE CTOPOHHUE ONTUMU3ATOPHI U
pacmupaTh PYHKIMOHAJIBHOCTE CHCTEMBI.

II. PYTHON — O CPEACTBAX HACTPOHKH U
OL[EHKﬁ I/IH(E$

Aswik nporpamvupoBatnns Python sannmaer
BeJlyInue Mo3nImu 6s1aroiaps cBoel yHUBEPCAJIbHO-
CTH, JIAKOHUIHOMY CHHTAKCHUCY W OCPDOMHOMY KO-
JITYECTBY CIENNAIN3UPOBAHHBIX Oubmorex. Cpenn
HanbojIee MOMYASPHBIX U BOCTPEOOBAHHBIX OHO/ 1O~
TeK J71s1 PAOOTHI ¢ HEHPOHHBIMHU CETSIMU Ha, SA3BIKE
Python srigensror TensorFlow, Keras, PyTorch u
Theano. B manmoit pabore BHUMaHNE yAeaeHO OUO-
smorekam TensorFlow u Keras, Tak Kak mx MHCTDY-
MEHTBI 1TO3BOJISIIOT OLICTPO CO3/7aBaTh HEHPOHHBIE
CeTH Pa3HOI'O yPOBHY CJIOYKHOCTH, OIIEPATUBHO [IPO-
BOJINTH IKCIEPUMEHTHI U ITPOTOTUIINPOBAHNE, (-
(eKTUBHO TIPUMEHSITH TOTOBBIE PENIEHUS B 33/1a9aX
06paboTKM 1 aHAIN3a, DOJBITNX 00HEMOB JAHHBIX.

Ha npumepax paccmarpusaemoii B pabore 3a-
Ja9u Jisi TOBBIeHnst 3PQPEKTUBHOCTH U KAYECTBA
mogieneit B TensorFlow peasmzoBaHbl HHCTPYMEHTHI
ABTOMATUYECKOTO TTOUCKA, OITUMAJIBHBIX aPXUTEK-
Typ W THIEPIIAPAMETPOB, B TOM HHCJIE PEAJH30BAHA
naTerpamnus ¢ momgyasmu Keras Tuner u Optuna.
OTMedeH0, Kax M0Jb30BATEb MOKET IKCIIEPUMEH-
TUPOBATE C PA3JTHIHBIMUA KOH(MUTYDAIMSIMA CETH,
ABTOMATHYECKHU MOADUPATE Pa3Mep CI0EB, QyHKINN
AKTUBAIWH, ONTUMHU3ATODEI U APYTHUE TaPAMETPHI
6e3 HEOOXOAMMOCTH BPYYHYIO 3alyCKaTh JIECSITKH
sxcrepuMeHTOoB. lIpuMepoM mosicHsieTcst BHIOOD Th-
HepriapaMeTpoB ¢ ucnoak3oBanneM Optuna, Koropas
OCHOBaHa Ha MeTojlax HallecOBCKON ONTUMUBAIINHE 1
peasin3yeT yJy4INeHHbIH aJIropuTM moncka — Tree-
structured Parzen Estimator (TPE), nmozsosstormymii
3¢ bexTHBHO HCCTEI0BATE TPOCTPAHCTBO THIIEPITA-
paMeTpoB.

3AK/TIOYEHUE

Cornocrap/ieHne PE3YABTATOB PEITEHNS 3a/1a41
YCTDaHEHHS 11yMOB [3], BEIYUCIUTEILHBIX IKCIIEPU-
MEHTOB IPOBEAEHHBIX B JIBYX PACCMOTPEHHBIX CDe-
Jax MoKa3aJu, YTO BCEIa TOYHOCTh PEIeHUs KOH-
KPEeTHOI 33341 3aBUCUT HE TOJBKO OT BHIODAHHOM
wIaTHOPMBI, HO U OT XAPAKTEPUCTUK HCKAYKEHUH
(1ryMa) MCXOIHBIX JAHHBIX, & TAKXKe OT METO/Ia, OlTH-
MU3AIIN THIepIapaMeTpoB. Bmecte ¢ Tem, mpu mpa-
BUJIBHOH HACTPOIKe 00e mcciaeayemMble miaTdopMbl
(Wolfram Mathematica u Python ¢ 6ubsmorekamu
TensorFlow, Keras u Optuna) cnoco6ubl cTabuibHO
MOKAa3BIBATE XOPOIIHE Pe3y/IbTaThl, XOTs, HE IIOJIHO-
CTBHIO COBITA/IAFOIIHE.
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