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Будут обсуждаться итоги комплексного сравнительного анализа современных подходов к построению, 
обучению и оптимизации нейронных сетей на примере задачи сглаживания ряда данных (представитель­
ный набор данных наблюдений при наличии шумов, помех, выбросов, потерь). Рассмотрены не только 
теоретические аспекты архитектуры и обучения моделей, но и практические вопросы автоматизации 
поиска оптимальных параметров с использованием двух различных технологических платформ -  Wolfram 
Mathematica и Python (TensorFlow, Keras).

В ве д е н и е

Искусственный интеллект становится неотъ­
емлемой частью  современного мира -  от  автома­
тизации производства и диагностики заболеваний 
д о  создания транспортны х систем , анализа ф и­
нансовых рынков. Одним из наиболее заметных 
проры вов становятся искусственны е нейронные 
сети (И Н С), которые уже не воспринимаются, как 
абстрактная технология из научных публикаций, 
а активно использую тся в повседневной жизни.

Параллельно с ростом популярности нейрон­
ных сетей бы стро эволюционируют программные 
инструм енты  для их разработки, модификации 
и тестирования. Специалистам доступны универ­
сальные вычислительные системы компьютерной 
математики, например, система ком пью терной 
алгебры W olfram  M athem atica (W M ) [1], гиб­
кие ф реймворки, в частности , на языке Python 
( [2]): TensorFlow, Keras, PyTorch, а такж е специ­
ализированные библиотеки для автоматизации 
подбора гиперпараметров -  Optuna, Ray Tune и 
другие. Выбор подходящей экосистемы становит­
ся самостоятельной задачей, от  которой зависит 
успех внедрения интеллектуальных технологий 
в промыш ленность, медицину, транспорт, сф еру 
циф ровы х сервисов.

I. И н с т р у м е н т ы  M a t h e m a t ic a  д л я  
п о с т р о е н и я  и н а с т р о й к и  И Н С .

W M  предоставляет множество инструментов 
для удобного построения и настройки нейронных 
сетей без необходимости вручную  програм миро­
вать каж дую  деталь. В состав M athem atica вхо­
ди т модуль Neural Networks, которы й позволяет 
разработчикам использовать простой и понятный 
синтаксис для бы строго создания многослойных 
нейросетевых моделей практически любой слож ­
ности.

Конструкция нейронной сети в Mathematica 
строится  декларативно, путём последовательно­
го  описания слоёв. В аж ной особенн остью  W M  
Neural Networks является наличие ш ирокого на­
бора базовых и специализированных слоёв. Поль­

зователь мож ет создавать последовательны е и 
разветвлённые композиции слоёв, комбинируя: 
LinearLayer -  для выполнения линейных преоб­
разований; PoolingLayer -  для уменьш ения раз­
мерности и повыш ения устойчивости  к ш ум у; 
ElementwiseLayer и BatchNormalizationLayer -  для 
реализации поэлементных и нормализующих опе­
раций; ConvolutionLayer -  для выделения про­
странственных признаков в изображениях; ReLU, 
Tanh, Softmax и другие функции активации -  для 
внедрения нелинейности и корректного формиро­
вания выходного сигнала.

Система W M  поддерживает различные фор­
маты входны х и вы ходны х данных. Благодаря 
встроенным кодировщикам и декодерам, сеть мо­
ж ет работать не только с числовыми векторами, 
но и с изображениями, текстами, аудиосигналами 
и их комбинациями. Д ополнительны м преиму­
щ еством Neural Networks W M  является наличие 
больш ого числа предобученных моделей и специа­
лизированного Wolfram Neural Net Repository, где 
представлены архитектуры  для решения самы х 
разны х задач. П ользователь мож ет им портиро­
вать готовую  сеть, адаптировать её под собствен­
ные данные, визуализировать стр ук тур у  и ход 
работы, а также анализировать метрики качества 
интерактивно.

После того как архитектура нейронной сети 
определена и подготовлены данные, следующим 
шагом становится непосредственно обучение мо­
дели. В W M  для этого  используется функция 
NetTrain -  позволяет запустить процесс обуче­
ния, указав обучаю щ ий набор данных и нуж ­
ные параметры оптимизации. В NetTrain поль­
зователь задаёт количество эпох (число полных 
проходов по всем обучаю щ им  данны м), размер 
мини-пакета данных (batch size), а такж е вы би­
рает устройство, на котором  будет вы полнять­
ся обучение (например, центральный процессор 
или графическая видеокарта). Ч тобы  контроли­
ровать качество обучения и избеж ать проблемы 
переобучения, м ож но указать дополнительный 
набор данных (валидационный) для оценки про­

119

mailto:taranchuk@bsu.by


меж уточных результатов. Замечательной особен­
ностью Neural Networks W M  является встроенная 
визуализация процесса обучения. В реж име ре­
ального времени W M  показывает, как изменяется 
ош ибка, как растёт точн ость  модели по мере её 
обучения. Пользователь мож ет остановить обуче­
ние, скорректировать архитектуру нейросети или 
изменить гиперпараметры.

Настройка и опт имизация геперпарамет- 
ров в WM. Одним из важ нейш их этапов в обу­
чении нейронных сетей является настройка ги­
перпараметров, от  которы х напрямую зависит 
точн ость  модели, скорость  сходимости и общ ая 
устойчивость к переобучению. Гиперпараметры, 
в отличие от  параметров модели, не обучаю т­
ся напрямую во время градиентного спуска, а 
определяю тся д о  начала процесса обучения. В 
W M  реализация настройки гиперпараметров осу­
щ ествляется с использованием встроенны х воз­
м ож ностей ф ункции NetTrain, а такж е при по­
мощи процедурного программирования и визуа­
лизации. W M  предоставляет пользователю  пря­
мой доступ  к наиболее значимым гиперпарамет­
рам в виде опций, передаваемых в ф ункцию  
NetTrain. В частности, к числу часто  настраи­
ваемых параметров относятся : скорость  обуче­
ния (LearningRate), тип оптимизатора (M ethod), 
размер минипакета (BatchSize), количество эпох 
(MaxTrainingRounds), а также состав и доля вали- 
дационного набора (ValidationSet). M athem atica 
предоставляет пользователю богатый инструмен­
тарий для сам остоятельн ого построения проце­
дурного поиска оптимальных значений. Д ля си­
муляции методов Grid Search и R andom  Search 
м огут использоваться такие конструкции язы­
ка, как Table, Random Real, Map, NestList и дру­
гие итеративные средства. Для оценок насколько 
успеш но обучилась нейронная сеть, м ож но ис­
пользовать предоставляемые специальные метри­
ки качества. В W M  для этих целей предусмотрена 
ф ункция NetM easurements, используя которую  
мож но легко вычислить основные важ ные пока­
затели, включая: точность, среднеквадратичная 
ошибка, кросс-энтропия.

Такж е M athem atica предоставляет полез­
ную  ф ункцию  N etlnform ation. С её пом ощ ью  
м ож но получить подробную  информ ацию  об 
активной модели: сколько в ней параметров, 
какой её размер, какую  точн ость  она пока­
зы вает на обучаю щ их и валидационных дан­
ных. К онечно же, в контексте п росты х моде­
лей возм ож но использование стандартны х W M  
функций оптимизации (FindMinimum, NMinimize, 
M achineLearningM odelParam eterOptimization).

В аж но и следует напомнить, ч то  пользо­
ватели W M  м огут ком бинировать с внешними 
средами (в частности, Python) через интерфейс 
ExternalEvaluate, W olfram Script или R E ST  A PI, 
м ож но подклю чать сторонние оптим изаторы  и 
расш ирять функциональность системы.

II. P y t h o n  — о  с р е д с т в а х  н а с т р о й к и  и

Я зы к программирования Python  занимает 
ведущие позиции благодаря своей универсально­
сти, лаконичному синтаксису и огром н ом у ко­
личеству специализированных библиотек. Среди 
наиболее популярных и востребованны х библио­
тек для работы  с нейронными сетями на языке 
Python  вы деляю т TensorFlow, Keras, P yTorch  и 
Theano. В данной работе внимание уделено биб­
лиотекам TensorFlow и Keras, так как их инстру­
менты позволяю т бы стро создавать нейронные 
сети разного уровня сложности, оперативно про­
водить эксперименты и прототипирование, эф ­
фективно применять готовые решения в задачах 
обработки и анализа больш их объёмов данных.

На примерах рассматриваемой в работе за­
дачи для повышения эф ф ективности и качества 
моделей в TensorFlow реализованы инструменты 
автом атического поиска оптим альны х архитек­
тур и гиперпараметров, в том числе реализована 
интеграция с модулями Keras Tuner и O ptuna. 
Отмечено, как пользователь мож ет эксперимен­
тировать с различными конфигурациями сети, 
автоматически подбирать размер слоёв, функции 
активации, оптим изаторы  и другие параметры 
без необходимости вручную  запускать десятки 
экспериментов. Примером поясняется вы бор ги­
перпараметров с использованием Optuna, которая 
основана на методах байесовской оптимизации и 
реализует улучш енный алгоритм поиска -  Tree- 
structured Parzen Estimator (T P E ), позволяющий 
эф ф ективно исследовать пространство гиперпа­
раметров.

За к л ю ч е н и е

Сопоставление результатов решения задачи 
устранения ш умов [3], вычислительных экспери­
ментов проведенных в д вух  рассм отренны х сре­
дах показали, что  всегда точность решения кон­
кретной задачи зависит не только от выбранной 
платф орм ы , но и от  характеристик искажений 
(шума) исходных данных, а также от  метода опти­
мизации гиперпараметров. Вместе с тем, при пра­
вильной настройке обе исследуемые платформы 
(W olfram  M athem atica и Python с библиотеками 
TensorFlow, Keras и Optuna) способны стабильно 
показывать хорош ие результаты, хотя, не полно­
стью  совпадающие.
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