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We propose a unified anomaly detection framework based on CNN-BiLSTM-Attention to address the low accuracy 
and high false positive rates of existing traffic-based network anomaly detection methods. The framework represents 
each network session as a 2D grayscale image, uses 2D-CNN for spatial feature extraction, BiLSTM for long-range 
temporal dependency capture, and an attention mechanism to highlight the most discriminative features. Experiments 
on the USTC-TFC-2016 and CICDDoS 2019 datasets show that this framework significantly outperforms state-of- 
the-art methods in accuracy, detection rate, and false positive rate, demonstrating its effectiveness and generalization 
for network traffic classification.

In t r o d u c t io n

W ith  the rapid developm ent o f the Internet 
and inform ation technology, cyberattacks pose a 
significant threat to  network and user inform ation 
security. Traditional solutions relying on past expe­
rience or localized packet inform ation often result 
in false detections and false positives. To address 
these issues, this paper proposes a hierarchical model 
combining 2D-CNN with Bi-LSTM -Attention. The 
USTC-TFC-2016 and CICDDoS 2019 datasets were 
normalized to 16,000 bytes and reshaped into 40x40 
grayscale images. The m odel uses 2D -CN N  to ex­
tract spatial features from  each packet image and 
B i-LSTM -A ttention  to m odel long-term  dependen­
cies across the session. Experim ental results show 
that the proposed m odel significantly outperform s 
traditional m ethods, with an inference latency o f 
less than 0.8 ms per flow on an R TX  2080Ti graph­
ics card. This confirms that reshaping packet data 
into 2D images and mining local patterns enhances 
the accuracy and robustness o f real-time malicious 
traffic detection.

I. R e l a t e d  W o rk

Traditional M L  m ethods like R andom  Forest 
[4], SVM  [6], D T  [2], and KN N [5] are widely used 
for intrusion detection but struggle with large-scale 
anomalies. Deep learning, with algorithms like CNN
[1], and BiLSTM [3], offers better feature extraction. 
B iL ST M  reduces false alarms, and the attention 
mechanism is gaining popularity in this field. This 
paper proposes a CNN-BiLSTM -Attention intrusion 
detection m odel. It com bines 2D -C N N  and BiL- 
S T M  to extract spatiotem poral features and uses 
the attention mechanism to filter significant fea­
tures, thereby enhancing classification performance. 
Experiments on two public datasets show that the 
proposed m odel achieves superior classification re­
sults.

II. C N N -B iL S T M -A t t e n t io n  M odel

Figure 1 shows the framework o f  the CNN- 
BiLSTM -Attention algorithm. We first segment the

original data stream into conversation streams, con­
vert each packet in the conversation stream into 
a grayscale image, and then concatenate them to 
obtain a grayscale image o f the conversation stream. 
Next, for the conversation stream image, we use a 
2D-CNN to split the conversation into a sequence o f 
packets and perform  linear em bedding. A n LSTM  
is used to extract the temporal relationship between 
each packet in the conversation stream. The input 
o f each hidden layer o f the LSTM serves as the final 
em bedding o f  the packet sequence in the conversa­
tion. The conversation stream embedding is fed into 
a multi-head attention layer to obtain a feature map 
for each session. A  CNN is then used to extract the 
final features o f the conversation stream from  this 
feature map. Finally, a fully connected layer is used 
to  identify data flow.

Figure 1 -  Overall of CBAM

During the preprocessing phase, we focus on 
the payload o f application layer packets and ignore 
other layers.The network flow is divided into sessions 
S based on five-tuples.

S =  {P i  ,P2, . . .  ,Pn} (1)

The packet size is uniformly set to 1600 bytes, with 
any missing bytes padded w ith 0x00. T he first t 
packets are taken, and any missing bytes are padded 
to  t. Each packet is converted to  a 40x40 grayscale
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image, generating a sequence o f packet images that 
are then m erged to form  the session flow image 
S.For example, Figure 2. In the em bedding layer, 
a 2D -CN N  is used to decom pose the session im ­
age into a sequence o f packet images, generating an 
initial embedding for each packet. Specifically, a two­
dimensional convolution operation is performed on 
each packet image D i to create a linear embedding:

Ei =  Wconv * D i +  bc (2)

Figure 2 -  Data preprocessing of CBAM

For each linear em bedding E i , a bidirectional 
LSTM  layer is used to obtain contextual inform a­

tion: _► *_
Hi =  [ftt X  ] (3)

Finally, all H i are assembled into the final out­
put representation X  o f the session, where d =  
2 x lstmd.he global feature map extraction layer 
introduces a self-attention mechanism to extract 
global features from the conversation flow. First, a 
linear transformation is performed:

Q ,K  ,V  =  X W q ,X W k ,X W V (4)

(5)

Then the self-attention weight m atrix A  is calcu­
lated:

A  =  softm ax (  Q  ___^ V
\ V d k J

The global feature map M  is obtained:

M  =  A  • V  (6)

Furthermore, a multi-head self-attention mechanism 
is used to project the query, key, and value matrices 
into h subspaces, generating multiple feature maps 
Z i :

softm ax ( Q i K  ) ViZi
V/dk

(7)

These feature maps are then concatenated into a 
three-dimensional tensor Z . A t the prediction layer, 
a convolutional neural network is used to extract fea­
tures from the feature map Z . First, a convolution 
operation is performed:

F ‘ =  a (W  * Z  +  b) (8)

Then global average pooling is performed:

1
V = E E f  ‘

i=1 j = 1
i,J (9)

Finally, classification is performed: 

y =  softm ax(W ‘ • v +  b‘ )

III. E x p e r im e n t a l  an alysis

(10)

To validate the generalization performance o f 
our experim ental m odel, this study em ployed a 
widely used public network traffic dataset. In our 
experiments, we primarily evaluated our experimen­
tal m odel and com pared it with several advanced 
flow classification methods. These methods employ 
different feature extraction and classification tech­
niques. As shown in Figure 3, our experim ental 
m odel outperform s other models across all metrics, 
demonstrating its strong generalization capabilities 
across various encryption scenarios.

Figure 3 -  Accuracy of different models

IV . C o n clu sion

The CN N -BiLSTM -A ttention m odel uses self­
attention to extract global network flow information 
and LSTM  to embed packets, addressing the tem po­
ral limitations o f attention mechanisms. This design 
enhances the m odel’s ability to capture packet rela­
tionships and tem poral inform ation, yielding more 
stable and com prehensive features and im proving 
classification accuracy. Future work will focus on 
increasing C N N -B iLSTM -A ttention ’s classification 
speed and efficiency, adding more network flow statis­
tical features, and exploring model interpretability.
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