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OBHAPY/KEHUME CITAMA B EMAIL

AHHOTanusi. B crarbe paccmaTpuBaroTcs 0a30Bble MOAXOMBI K OOHapyxe-
HUIO clamMa B DJEKTPOHHOM TIOYTe ¢ NPUMEHEHHEM METOJ0B OO0pabOTKH
ectecTBeHHOTo s3bika (NLP). IlomaroBoe pykoBOJICTBO OpPHUEHTHPOBAHO Ha
HAYMHAIOIUX CIENUAINCTOB W CTYJIEHTOB, HWHTEPECYIOLIUXCS MaIIMHHBIM
OoOy4YeHUEM U JIMHIBUCTUUYECKUM aHAJINU30M TEKCTOB. [IoapoOHO omuckiBaroTCs
3Tambl TOJATOTOBKM JAHHBIX, METOJbl MpenoOpabOTKU TeKcTa (BKIHOYAs
JeMMaTH3allMl0 W TOKEHHU3AllMI0), BHIOOP MPHU3HAKOB U aITOPUTMBI
kjnaccupukanuu. OTAenbHOE BHUMAHUE YNEJSETCS CPaBHUTEIBHOMY aHAIU3y
mMozenet u  omeHke ux 3¢dekruBHocTH. Pabora  compoBokIaeTCS
IIPaKTUYECKUMH PEKOMEHIAUSMU U IPUMEPAaMH KOJ1a, YTO JIEJAET €€ MOJIE3HOU
JUTSL CO3/1aHMsI COOCTBEHHOI'O MHCTPYMEHTA (PUIIbTpALlUY CIlaMa.

KiawudeBble ciaoBa: o00pabOTKa €CTECTBEHHOTO  $I3bIKa, MAIlMHHOE
oOyueHnue, GuiIbTpalus crama, kiaccudukanus TeKcTa, JIeMMaTH3aIHS.

OO6HapyxeHue craMa B DJICKTPOHHOM MOYTE MPEACTaBISIET COO0N OJHY U3
BOKHEUIIUX 3a/1ay B 00JlacTh MH(POPMALMOHHON O€30MacHOCTH U WHTEIIEK-
TyaJIbHOTO aHalM3a TeKcTa. B cBs3u ¢ pocToM o0bemMa HexeNlaTeIbHON Koppec-
MOHJICHIIUM BO3pacTaeT HEOOXOJMMOCTh B aBTOMATHU3MPOBAHHBIX PEIICHMSIX,
crocoOHbIX A dexTnBHO (PunbTpoBaTh craM. OgHUM HU3 HamboJee pe3ylbTa-
TUBHBIX HANpABJICHUN B PEUICHWU [aHHOW 3aJaud SIBISETCS MNPUMEHEHUE
MEeTO/I0B 00paboTku ectecTBeHHOTO s3bika (Natural Language Processing,
NLP), mo3BoJsomMx aHaTu3UupOBaTh TEKCT MHCEM, H3BIEKATh KIOUEBbHIC
IPU3HAKU U KIaccu(PUIUpoBaTh COOOIICHHUS IO ONPEIEICHHBIM KPUTEPHUSIM.

Hcnonb3oBaHue 37EKTPOHHOM MOYTHI OOJBIIE HE OTPAaHUYMBAETCS TOJIBKO
oOlLIEeHueM C JpYyruM 4YesnoBekoM. B smoxy uu@poBH3anuu MoJab30BaTelNb
MOCTOSIHHO TIOJIYY4aeT M0 DJIEKTPOHHOM MoyTe HHPOPMALMIO O TEKYIIUX
NPEMIOKEHHSIX, CTaTyce 3aKa3a WM HOBOCTSIX B COLMAIbHBIX CETSAX.
Nuxenepuss 3Hanuii (Knowledge Engineering) u mammHHOEe oOydeHHe
(Machine Learning) — 3To 1Ba OCHOBHBIX MOJIX0/a, KOTOPBIE HCIIOJIB3YIOTCS TIPH
buabTpanyy JIEKTPOHHOM MOUTHL. B moaxoae nHXeHepun 3HaHU HEOOXO0TUMO
3agaTh HA0Op TpPaBWI, COIJIACHO KOTOPHIM  3JIEKTPOHHBIE  MIHChbMa
KIaccu(UIUpyIOTCa Kak cmaMm (HexenaTelbHas Mo4Ta) WM XaMm (HOpMallbHas
noura).
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Takoit HaOOp TpaBWI JOHKEH OBITH CO3MaH JHOO CaMHUM TOJIb30BATEIEM
bunbTpa, TMO0 APYrUM YMOTHOMOYEHHBIM OpPraHOM (HampuMep, KOMITaHUEH-
pa3pabOTUMKOM MPOrpaMMHOrO OOecredeHus], Mpeaaratoneii HHCTPYMEHT
bunpTpalM crnamMa Ha OCHOBE ImpaBwi). l[IpuMeHeHHe 3TOro MeTojia He
JIEMOHCTPUPYET OOHACKUBAIOIIMUX PE3yJIbTATOB, TaK KaK MpaBUiia HEOOXOUMO
MOCTOSTHHO OOHOBJIATH U TOJIIEPKUBATh, YTO TPEOYyET BPEMEHU U HEYJOOHO IS
OonbIIMHCTBA ToJb30oBaTenel. [logxon MammMHHOrO 00yueHus siBisieTcst Ooliee
3¢ ()EKTUBHBIM, Ye€M TOIXOJl WHXEHEPUH 3HAHWUW, OH HE TpedyeT 3aJaaHus
npasus [1]. BmecTo 3TOr0 Hcmonb3yercss Habop 00ydYaromMX MPUMEPOB — B
JTAHHOM ClIydae 3TO 3apaHee KiIacCu(UIMPOBAHHBIE IEKTPOHHbBIE MHUChMa. J[71s
YCIEUIHOTO  BHEJIPEHUSI CHUCTEMbl OOHApYXKEHHsI cllamMa HAYMHAIOIIUM
CIEHUAIUCTAM PEKOMEHAYETCSI MCIOJb30BaTh MO3TAMHBIN MOAXO: OT coopa H
MOATOTOBKH JaHHBIX JI0 aHAJU3a Pe3yJIbTaTOB KiIacCUuPpUKaIuu.

BaXHO y4uThIBaTh HE TOJBKO TOYHOCTHh MOJEIHU, HO U TAKUE METPUKH, KAK
MOJIHOTA, TOYHOCTh, F-Mepa, a Taxke CrnocoOHOCTh MOJENU 00padaThiBaTh U
pacro3HaBaTh CJIOXHBIE CIydad, BKIIOYAasi capkKa3M, CKPBITbIE HAaMEpPEHHUs U
U3MEHEHHbIe 1I1a0NoHbl cniama. Takum oOpazom, npumeHenne NLP B 3amaue
buabTpalli  IEKTPOHHOM  MOYTHI  TpeOyeT KOMIUIEKCHOTO  MOJAX0ja,
COYETAIOLIECr0 JIMHIBUCTUYECKUM aHAIW3 M  MaTEMaTHYECKUE METOIbI
kiaccudukanuu. CroenuanbHbBIA — aNTOPUTM  3aT€M  HUCIOJIb3YeTCs  JUIs
M3BJICYCHUS TMpaBWwI KilaccuPukanmuu u3 3Tux nuceMm. [loaxoa MalMHHOTO
o0y4eHHUs IMHUPOKO M3Y4YE€H, U CYHIECTBYET MHOKECTBO aJTOPUTMOB, KOTOpPbHIC
MOTYT OBITh IPHUMEHEHBI JIJIS (PHIIbTPALIMH JICKTPOHHON TOYTHI [2].

NLP MOXeT NpuMEHSIThCS KaK Ui JIMHTBUCTUYECKOTO aHAJIN3a TEKCTA, TaK
W IS aHaiM3a HacTpoeHui u MHeHui (Sentiment Analysis), mepeBojoB, a
TaKk€ B TOJIOCOBBIX IOMOIIHUKAaX, 4aT-00Tax M CHUCTEMaX «BOMPOC-OTBETY.
B coueranuu c¢ acnekramu WHGOPMATHKH, TAKUMH KaK CHCTEMHBIN aHAIN3 U
MOJICIUPOBAHUE, a TaKkKe C O00JIaCTAMH TEOpeTUYeCKol WH(HOPMATHUKH,
HarpuMep, TEOPUAMH  BBIYUCIUMOCTA M CJOXKHOCTH, KOMIIbIOTEpHAs
JMHTBUCTUKA TMOJYy4aeT 3HAHUS O CTPYKTypaxX [OAaHHBIX WU HCHOJIb30BAHHUU
3¢ (HEKTUBHBIX AITOPUTMOB. DTO MO3BOJISET peIaTh MPUKIIAAHBIC 3a/1a4d, TAKHUE
KaK MepeBoj MPEIJIOKCHU Ha pa3HbIe SI3bIKU WM 00paboTKa 3aKa3a MUIIIBI 110
tenedony [3].

Jlnst toCTHKEHUs 3TUX 1IeJIell He0OX0IMMO OXBAaTUTh MHOXKECTBO 3a7a4 — OT
pacro3HaBaHUsl YCTHOM peud J0 MOCTPOCHMs Mapcepa M pa3padoTKu Habopa
METOJIOB M aJITOPUTMOB, C TIOMOIIBIO KOTOPHIX €CTECTBEHHBIH S3BIK M
YeJioBeYeCKasi KOMMYHUKAIIUSI MOTYT OBITh TPOAHAIM3UPOBAHBI B MPOTPAMMHBIX
cucrtemax. [Ipu 3TOM BaXXHO M3BJIEUb KaK MOXKHO OoJiee TIyOOKO€ MOHUMaHUe
YCTHOM WJIM NUCbMEHHOW peur. OCHOBOM ISl 3TOrO SIBJISIETCSI MCTOYHUK
TEKCTOBBIX JIaHHBIX, Ha3bIBa€MbIl KOpmycoM. [TOCKOJIbKY KOpmyca W JIpyrue
TEKCTOBBIE JaHHbBIE, KAaK MPaBHJIO, MPEACTABICHbl B HECTPYKTYPHUPOBAHHOM
BUJIC, TPUMEHSETCS IIUPOKHM CIEKTp METOJ0B, YTOOBI MpeoOpa3oBaTh
HEeoOpaOOTaHHBIE JaHHBIE B YETKO ONPENEJICHHBIE IOCIEI0BATEILHOCTH
JMHTBUCTUYECKUX KOMIOHEHTOB. OOpaboTka ecrectBeHHOro si3bika (Natural
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Language Processing, NLP) 3anumaeTcss mOoHUMaHHUEM YEJIOBEUECKOW pedr — U
HMEHHO B 3TOM 3aKJIFOYAeTCsl OCHOBHASI CJIOKHOCTb.

SI3BIK OYEHBb CJIOKEH M HE BCerja OJHO3HaueH. J[OMOJHHWTENbHO aHaIu3
YEeJIOBEYECKOM pPEYd CHJIBHO  YCIIOXKHSAETCS TaKUMU  SBJICHUSIMH, Kak
(dbpazeosoru3Mpl, UPOHUS WM Hrpa ciioB. HemocTtaToyHo, 4TOOBI KOMIIBIOTED
MIPOCTO pacro3HaBajd OTAEIbHBIE clIOBAa. BakHO, 4TOOBI MallMHa IMOHHUMAaA
MPEIOKEHUS] M X KOHTEKCTBI. YEIOBEK B 3TOM IIaHE UMEET IIPEUMYIIECTBO:
OH MOXET ONMUPATHCS HA )KU3HEHHBIN OMBIT U YUUT SI3bIK C poxAcHuUs. [loatomy
A3BIK JJIs1 YeJIOBEKa MOHATEH U JIETKO MOojAaeTcsa uHTepnperanuu. Komnsiorepy
K€ HEOOXOIMMO OCBOUTH ASTOT HAaBBIK C HYJA C IOMOIIBIO aJTOPUTMOB.
[IpaBuiia, MO0 KOTOPHIM MPOUCXOJIUT AHAJIU3 S3bIKA, MOTYT OBITH Pa3HOU CTENEHU
CI0XXHOCTH [4].

Pa3nuiia Mexxay HUMHU B TOM, YTO KOPEHb-OCHOBA (CTEM) HE BCET/Ia SBJISIETCS
KOPPEKTHBIM CJIOBOM C TOYKH 3pEHHUs JeKCUKorpaduu, TO €CThb MOXKET
OTCYTCTBOBaTh B cioBape. Jlemma ke Bcerja sBISIETCS CIIOBapHOM (HopMoid.
[Iponecc nemMMaTU3avy 3HAYUTEIBHO MEIJICHHEE, YEM CTEMMHUHT, TTOCKOIBKY
TpeOyeT JOMOJHUTEIBHOIO Ilara — OMPEEICHUS JEMMBI MyTEeM YIaJICHUS
adduxca TOIHKO B TOM CIy4yae, €Cld COOTBETCTBYIOIIAS JIEeMMa JACHCTBUTEIBHO
CYIIIECTBYET B CJoBape. ITO TpeOyeT MOMOJHUTEILHON MOUTHOCTH CO CTOPOHBI
KOMIIBIOTEPHOW JIMHIBUCTUKHU, HAIIPUMEP, UCTOJIb30BAaHUS TETTEPA YACTEU peun
(Part-of-Speech-Tagger) [5].

OcBoenne 0a30BbIX HHCTpyMEeHTOB NLP u ajiroputMoB MalllMHHOTO
00y4eHUs MO3BOJISET HE TOJBKO MOBBICUTH TOYHOCTh (DUIIBTPALIMK, HO U PA3BUTH
MPaKTUYECKUE HaBBIKM B 00JacTH aHainu3a TekcTa. JIis HayuHaroImXx
CIEIUAJIUCTOB JlaHHasi O00JacTh OTKPBhIBAET IIMPOKHE BO3MOXKHOCTH IS
AKCIEPUMEHTOB M JaIbHEUIIMX UCCIAEAOBAaHUM, a TaKXke CHOCOOCTBYET
co3faHuto 6osee Oe30macHOW U KOMGOPTHOM Cpebl DJIEKTPOHHOTO OOIICHHUS.
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EMAIL SPAM DETECTION

Abstract. This article explores fundamental approaches to email spam
detection using natural language processing (NLP) techniques. Designed for
beginners and students interested in machine learning and linguistic text
analysis, the guide walks through the key stages of data preparation, text
preprocessing (including lemmatization and tokenization), feature selection, and
classification algorithms. Special focus is given to comparing models and
evaluating their performance. The article includes practical tips and code
examples, making it a valuable resource for those looking to build their own
spam filtering tool.

Keywords: natural language processing, machine learning, spam filtering,
text classification, lemmatization.
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