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Y (puMCcKHii yHUBEPCUTET HAYKH U TEXHOJIOTHHA, Y da

HNPUMEHEHUE MAINIMHHOI'O OBYYEHUA B CHCTEMAX
OBHAPY/KEHUSA BTOP/KEHUU UJIA V2X-CUCTEM

AHHOTaumsi. B crareke paccMaTpuBarOTCs METO/AbI MAIIMHHOTO OOYUYEHMUS
(MO), npumMeHsiemble anst OOHapykeHusl BTopxeHuid B cucremax V2X (Vehicle-
to-Everything). Tlokazana »((}EeKTHBHOCTE KITHOUEBBIX anroputMoB MO B
KOHTEKCTE oOecrneueHuss HHPOPMAIUOHHON O€30MaCHOCTH aBTOMOOUJIBLHBIX
ceteit: metona K-Ommxaliimx coceeid, MHOTOCI0MHOTO NMEPIENTPOHA, CETEH ¢
nonroit kparkocpounoit mamsaTero (LSTM) wm nepeBbeB pemieHuii. Ocoboe
BHUMAHHUE YJICJICHO CPABHUTEIBHOMY AaHAIW3y UX MPOU3BOJUTEIHLHOCTH Ha
OCHOBE CTaHJIAPTHBIX OL[EHOYHBIX METPHK.

KiroueBblie c10Ba: MalmuHHOE 00yUYeHUE, OOHAPYKEHHUE BTOPKEHUMH, V2X,
MOJAKITHOYEHHBIE aBTOMOOWITH, KHOEpOE30MacHOCTb.

BBenenne

C paseutueM TexHoJorui V2X, obecneunBarominx OOMEH TaHHBIMHA MEXKTY
TPAHCIIOPTHBIMU CPEACTBAMHU M HHPPACTPYKTYPOH, PE3KO BO3POCIIA YA3BUMOCTh
TAaKUX CUCTEM K KuOepyrposam [1]. TpaauuMOHHBIE METOBI 3aAUIUTHI 324aCTYHO
HE CIPABJISIFOTCS ¢ HOBBIMM THUIAMM aTakK, 4TO JCJIAET MAIIMHHOE OO0Y4YEHHE
(MO) nepcrneKTHBHBIM WHCTPYMEHTOM Ui MOHUTOPUHIA W TPEIOTBPALLICHHS
BTOpKEHUI. B nanHOW padoTe Mbl MpoaHanu3upyeMm coBpeMeHHble ML-anro-
PUTMBI, JOKa3aBLIME CBOK 3PPEKTUBHOCTH oOecnedyeHus MHGOPMaMOHHON
0€30MacHOCTA aBTOMOOMIIBHBIX CETE.

O030p METOA0B MAIIMHHOTO 00y4eHHUsA

Mamunnoe oOyuenne (ML) npeacraBnsier co0Ooil HaAOOp NOAXONOB B
0o0nacTh  MCKYCCTBEHHOI'O  MHTEJUIEKTA, MO3BOJSIOIIMX  pa3pabaThiBaTh
KOMITBIOTEPHBIE CUCTEMBI, CIOCOOHBIE K caMooOydeHutro [2]. MeTosl
MAIIMHHOTO OOy4Y€HWs TNOAPA3ACIAIOTCS Ha  KIACCMYECKOe OOydYeHUE,
HelpoceTn U MIyOOKoe 00ydyeHHe, O0yUEHUE ¢ MOAKPEILUIEHUEM, aHCAMOJIEBOE
oOyuenue. Kak BuaHO u3 puc. 1, cymiectByeT OONBIIOE PpasHOOOpasue
anroputMoB MO.
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Puc. 1. AnTOpUTMBI MAIIMHHOTO 00YYEHUS

Jlnsg cucteM oOHapy:kKeHHsl BTOp>KeHW B V2X yalne BCero MCHoJIb3YHTCS
Takue MoJeau 00y4YeHUsl KaK: MHOTOCJIOMHBIA MepuentpoH [3], ceTu ¢ A0nroi
KparkocpouHoil namsaTero (LSTM), knmaccuyeckne METOabl OOYUYEHHS C yUUTE-
JeMm [4], cpean KOTOPBIX BBIAECISIOTCS: METOJ K-Ommkaiiimx coceaei u 1epeBbs
[IPUHATHS PEIICHUN.

Metona k-Ommmxaiimmx coceneii (k-Nearest Neighbor)

Anroputm KNN, OCHOBaH Ha MPUHIMIIE «MTOX0KHAE OOBEKTHI BEIYT CeOs
AQHAJIOTUYHO», U OH YCHEIIHO MPUMEHSETCS ISl KIACCU(UKALMN YCTPOHCTB B
cetsix VANET (Vehicular ad-hoc network) [5]. Ero kinroueBoe mpeuMyniecTBo —
OPOCTOTAa MHTEPNPETALMU PE3YIbTATOB. aBTOMOOMIIbL MACHTU(PUUUPYETCS KaK
«IOBEPEHHBIN» WM «IOMAO3PUTENIbHBINY HA OCHOBE aHaM3a IMOBEACHUS
OnmuKaifInuX cocenneH.

Mmuorocaoiinblii nepuentpon (MLP, Multi-Layer Perceptron).

MLP — 3T0 THO MCKYCCTBEHHON HEWPOHHON CETH, KOTOPBIA COCTOUT W3
HECKOJIBKHX CJIOEB HEHPOHOB, BKJIFOYAs BXOAHOM CJIOW, OJWH WM HECKOJIBKO
CKPBITBIX CJIO€B W BBIXOAHOW cyoil. MiccnenoBanue [6] moATBEPAWIIO, YTO TaKas
Mozenb 3(P(EKTUBHO BBISIBISET OTKIOHEHHWS B moBeacHuM y3imoB VANET 3a
c4eT 00y4YEHUsi C OOPATHBIM PACIPOCTPAHEHUEM OLIMOKH.

Cern ¢ poaroii kparkocpo4noii namsarso (LSTM, Long Short Term
Memory)

Hiust  OGopeObl ¢ Sybil-arakamu B Cucremax  KoonepaTtuBHOIo
Hurennexryansnoro Tpancnopra (C-ITS) nmpeanoskeno mcnonszoBate LSTM
[7] — ocoOBIi THIT HEHPOCETEH, CIENMATTU3UPYIOIINICS HA AHAIA3E BPEMEHHBIX
nocneaoBarenbHOCTER. X0Ta METO yCTynaeT ApyruM B TouHocty (Tabmuna 1),
€ro CWJIa B MPOrHO3UPOBAHUHU CIIO’KHBIX MHOTO3TAITHBIX ATAK.

JepeBbs pewtenuii (DT, Decision Trees)

JlepeBbsl pPEIIEHWI NPEACTaBISIFOT COOO0H MOJENb, KOTOpas MNPUHUMAET
PELICHHs] HA OCHOBE IMOCJEN0BATEIBHOCTH BOIMPOCOB, 3a1aBAEMBIX O BXOJHBIX
JaHHBIX. J[aHHBIA METOJ OCHOBBIBACTCA Ha mpasuiie. «Eciau <ycioBue>, TO
<oxuAacMblid pe3ynbTar>y. B pabore [8] mokazaHO, 4TO NEPEBbs PEIICHUNA B
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CAN-ceTsax

0COOEHHO

3¢ PeKTUBHBI

00CIy>KUBaHUM» U CITy(DUHTA.
CpaBHUTE/IbHDBII aHAIN3

Tabmuna 1 HarmsagHo aeMoHcTpupyer, urto: KNN mmaupyer mo Fl-mepe

(99.37),

MLP nocturaer pexopaHoro mnokasarens kadectBa (99.40 %), a LSTM

IPOTUB

aTak

THUIIAa

HMCCT C6aJ'IaHCI/IpOBaHHBIe, HO MCHCC BBIAAIOIIHUCCA ITOKAa3aTCIIN.

Tabnuya 1
[Tpou3BOAUTETFHOCTD MOICIICH OOYICHHS
MeTton Tounocte | IlomHOTa F1- KauecTBO
Mepa

KNN [9] | 98,95 96,23 99,37 97,99

MLP [7] | 97,95 97 97,46 99.40

DT [8] 98,19 98,16 - 98,19

LSTM 95,6 89,6 92.5 96,4

[6]

BriBoa

IIpoBeneHHOE HCCAEHOBAHME IMOATBEPIKAAET, 4YTO Kiaccuyeckue ML-
anroputMbel  (KNN, DT) w MHOrocnoifHelii nepuenTpoH AEMOHCTPUPYIOT
HAWIy4IOUE Pe3yJbTaThl B 3aJa4ax OOHAPYKEHUS BTOpXKEeHWA amsa V2X.
Hecmotps Ha norenuman LSTM, npuMeHeHre 3T0ro Metoaa He3QPEeKTUBHO U3-
3a HU3KUX MOKa3aresei, B 0COOEHHOCTH MOKa3aTes MOJHOTHL. [lepCcrneKThBbI
TS JanbHEUIEH paboThl — U3yUYEHUE U MPOCKTHPOBAHUE THOPUIHBIX MOJEIICH,
COYETAIOLIMX NPEUMYIIECTBA BCEX PACCMOTPEHHBIX MOJAXO00B.
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APPLICATION OF MACHINE LEARNING IN INSURANCE
DETECTION SYSTEMS FOR V2X SYSTEMS

Abstract. The article discusses machine learning (ML) methods used for
intrusion detection in V2X (Vehicle-to-Everything) systems. The effectiveness
of key ML algorithms in the context of ensuring information security of
vehicular networks is demonstrated: K-nearest neighbors method, multilayer
perceptron, long short-term memory (LSTM) networks, and decision trees.
Particular attention is paid to a comparative analysis of their performance based
on standard evaluation metrics.

Keywords: machine learning, intrusion detection, V2X, connected cars,
cybersecurity.
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