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IIpu paspaGoTKe CUCTEM HHTELIEKTYAJIbHOIO BHACOHAOIIOACHUS
KaK KOMIIOHEHTa CHCTEMBI PACIO3HABAHHS ITOTEHIIMAIBHBIX YIPO3
B paMKax «YMHOT'0 TOpoJa» 0co00e BHUMaHUe YA IIeTCs MPEIUKTUBHOMN
aHAIUTHKE aHTpOIOreHHbIX yrpo3. CormacHo [1, ¢. 168], pacmosHaBa-
HHE aHTPOIIOTEHHBIX YIPO3 MOXKET IPOU3BOAUTHCS HA OCHOBAHHUH OIEH-
KU TEKVIIETO MCUXO3MOLIMOHAILHOIO COCTOSIHUS JUIIA, IOTEHIIHAIBHO
PeaTH3YIONIEeTO COMNUATBHYIO OTACHOCTD.

B HacrosimeM HMCClIEIOBaHUM HMCIOJB3YETCSI MOJENb IS Pacios-
HaBaHIA Mol Ha ocHoBe ombamoTeku Facial Emotion Recognition
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(FER), peammzanmsi KOTOpOll BBIMOJHEHA ¢ WCHONb3oBaHWeM Keras.
FER npencrasasier coGoil makeT ¢ OTKPHITBIM UCXOTHBIM KOJIOM, Tpe-
Ha3HAYEHHBIH TS KiacCuUKAIINT 3MOIUN TI0 N300paKeHUSIM deI0Be-
geckux jauil. [Tox «aMonmsiMu» 30ech MoApasyMeBaeTcsl HAbOp U3 CeMH
6a30BBIX COCTOSIHIIM, OOBIIHO BKIIOYaromux angry, disgust, fear, happy,
sad, surprise u neutral. CereBble Beca MOAETHN 1O YMOTIAHUIO XPAHSATCS
B dopmate HDF3, uro xapakrepHo 11 Keras-mmpoeKToB Ha 6ase cBep-
TOYHBIX HepoHHBIX cereil (CNN).

Bayrtpennsa apxutekrypa Momenn FER, kak mpaBmio, BKIIOYaeT
HECKOIBKO CBEPTOYHBIX C10€B (convolutional layers), 3a KoTopbimu ciie-
IVIOT myauHT-ciion (pooling layers), ycKopsIiomne BBIYACICHUS U IIpe-
ToTBpamamInne nepeodydenne. [locie HECKOTBKAX TAKWUX 3TANOB W3-
BJICUCHISI IPU3HAKOB HACT IMMOTHOCBI3Hasd YacTh (fully connected layers),
3aBEPIIAOIASICST BBIXOAHBIM CJIOEM, OTPaKalOMIUM BEPOSITHOCTHU TIPHU-
HAIJIEXXHOCTU K KOHKpeTHOM amornu. Momens obyJanack Ha KpYITHOM
matacere sMonumoHabHBIX moptperoB (FER-2013) u, ciregoBaTenbHO,
CIOCOOHA TOCTATOYHO HAAEXKHO JETSKTUPOBATh THITUIHBIE MUMWYIECKUE
nposiBiieHus. B HacTosIImeM nccaeqoBaHUM 3Ta MOJEh ObLIa HCTIOIB30-
BaHa IO CXeMe YaCTHIHOTo H000ydeHnd (fine-tuning) Ha TOMOJTHATETb-
HOI BBIOOPKE, YTOOBI TOBBICUTH TOUYHOCTH PACIIO3HABAHUS B crienudu-
YeCKUX YCIOBUSIX OCBEIISHUSI M pakypca.

Jlornka paGoTBI CHUCTEMBI ISl PACTIO3HABAHUS 3MOIIUMA CTPOUTCS
Ha MOCIea0BaTeIbHON 06paboTKe BXOMHOTO BuAconoToKa. CHavyama BA-
JIEOMOTOK 3aXBaTBIBACTCS ¢ KaMepbl (IIPUMEHSISI MOAYIb camera.py, Tae
martepH Singleton rapaHTHpyeT, UYTO KaMepa CO3HAETCS W YIPABISIETCS
€IMHCTBEHHBIM 5K3eMIUISIpOM 00beKTa). [lamee kaxmoe mi3oOpakeHue
Kazgpa IepemaéTcs Ha JeTeKTop JIMII, OCHOBaHHBINM Ha dlib: 6nbmmoTreka
dlib mpegocraBasier ynoOHBI Metox get frontal face detector(), koTo-
PhIil HAXOOUT KOOPAMHATHI JIUI] B Kafpe.

Hast kaxmoro oOHapykeHHOTo amia (opMupyercss BhIpE3aHHBIN
dparment (ROI — Region Of Interest) m mepegaércst B momens FER.
Mogens, ncnonb3ysi 3apaHee OOy9eHHBIE CBEPTOUHBIE (PUIBTPHI, aHA-
JTU3UPYET N300pakeHne, N3BICKAeT BRICOKOYPOBHEBBIC MTPU3HAKYU (U3-
TUOBI TY0, TONOXEHWE T1a3, HAXMYPEHHOCTh OpOBEii U T. 11.) ¥ Ha BBIXOIE
BBITAET BEKTOP BEPOSITHOCTEH TSI KAXKIOTO KJIacca SMOITHIA. 3aTeM BbI-
OGupaercs 3MOIAs ¢ HaNOOJBITUM 3HAUYSHUEM BEPOSITHOCTH B KaUeCTBE
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UTOTOBOM. JIOTIOTHUTENBHO, 9TOOBI H30EKATH CKAYKOOOPA3HBIX H3MEHE-
HU, TPUMEHSIETCSI CTAaXuBaHue (post-processing).

IMomMumo ompeneneHnst SMOINN, CUCTEMa MApAJLISIBHO pellaeT 3a-
maqy ngeHTudukanuy i, st 5Toro HCnob3yercss MEXaHU3M TeHepa-
nun gecKpunTopop auil (face descriptors), KOTOPHI TaKKe IPeIOCTaB-
nser dlib. ChopmupoBarHOE BekTOpHOE TipenctapieHue (128-MepHbrit
BEKTOP) CPAaBHHUBAETCSI C 3apaHee BEIUUCISHHBIMU TSCKPUTITOPAMHA 3Ta-
JIOHHBIX JIUI, XpaHSIIINXCS B TOKaIbHOM Oaze. Ecam eBKIMmoBo paccTos-
HHe MEXIy BeKTOpaMHM He TIPEBhIaeT 3aJaHHbINi Topor (HampuMep, 0.6),
CHCTeMA CUNTAET, YTO JINIIO YXKe MPUCYTCTBYET B 0a3e, 1 BRIBOINUT COOTBET-
cTByIomyo nHpopmarmio. Tak mocTuraercs: oqHOBpeMeHHAsT HASHTH (DY -
KaIlys 9e7I0BeKa U OMPEIesICHREe €T0 SMOIMOHATBHOTO COCTOSTHUS.,

B uncxompom Bume FER moctaBisercs ¢ mpegoOGydeHHBIMH Beca-
MM, TIOTyIYSHHBIMA Ha KPYITHBIX MYOJIWIHBIX HaTacerax (BKIIOYAIOINX
JECATKA THICSY M300paXeHWH Toaeil ¢ BBIPAKCHHBIMU 3MOIHSIMUA).
OmHaKko I YTOUYHEHWST MOIEITN TIOA KOHKPETHBIC YCIOBUS B HACTOSIIIIEM
HCCIenoBaHNN OblTa chOpMHUPOBaHA AOMOTHUTETBHAST BEIOOPKA, BKITIO-
qatommast okoso 300 doTorpaduii ¢ pa3TUIHBIMU SMOTUSIMU. DTU U30-
O6paxeHus ObLTH OO CHATHL B YCAOBUAX O(pUCHOTO OCBEIIEHHUS, TUO0
B3SITHI U3 MyOIUYHBIX KCTOYHUKOB C TIEJIBIO TMOBBICUTH BAPHATUBHOCTH
(pasHbIe paKypChl, BO3PACTHEIE TPYIITEI, [IBETOBAS TaMMa | T. 1.).

Yro6w1 mpoBecTH fine-tuning BeIGOpKa ObLIA pa3dWTa HA TPU YACTH:
— oOyualomias (training) BeIGOpKa — 0K0JI0 70 % U300pakeHUIA;

— BauganoHHas (validation) BeiGopka — 20 % nu300paXkeHwMit;
— TecToBad (test) BHIGOpKa — ocTaBmuecst 10 %.

Ilpu stoM maa Banmmanum U Tecta 0coboe BHUMAHWE YACSLIOCH
TOMY, 4TOGBI B HAGOP IMOMATH KaK «IpOCThIe» ¢oto (JInIo aHdac, HOp-
MaJbHOEe OCBEHIEHNe), TaK U BoJiee «CI0XKHBIE» (pasHblE HAKIOHBI TO-
JIOBBI, MUMUKA, aKCECCYaphl BPOIe OUKOB). TeM caMbIM 00ecTieanBaeTCst
OoJspimas obobmaromast CIocoOHOCTh MOIEH.

JoobydeHne MOAeN MPON3BOIUIOCH COTJIACHO CISAYIOMEMY alro-
pUTMY:

— sarpyska npexooyderoit Mmogenn (FER);

— 3aMOpo3Ka JacT c10¢B (base layers);

— pa3MOpOo3Ka MOCIeTHUX cloell n 00ydeHrne Ha CBOUX JAHHBIX C TIOCTe-
TMIEHHON KOPPEKTUPOBKON BECOB;
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— VKazaHHe onTHMHu3aTopa (HampuMep, Adam) M GyHKIUH IMOTEph
(categorical crossentropy;

— pasOHWeHMe TaHHBIX Ha OOYYAIOIMIVIO M BaIUZAITHOHHYIO BBIOOPKH,
obyueHne B TeueHHe 10 smox ¢ ucnosnp3zoBaaueM EarlyStopping, uro-
ObI HE TOMYCTUTD MEePEOOYISHHUSI ;

— coXpaHeHHe UTOTOBOM MOIEIHN.

Ha npakTike BHIOOP KOJIMYSCTRA 310X U TANEPIApaMeTPOB 3aBUCHT

OT 00BEMa JAHHBIX W alllapaTHBIX BO3MOXHOCTell. B HacTtosmeM mc-

CIIeAOBAaHUH, IPU UCIOIb30BaHNH 0K0JI0 300—500 coOCTBEeHHBIX M30-

OpakeHHUit, JOCTaTOIHO 5—10 31moX, YTOOBI JOHACTPOUTH BHICIIHE CION

HEWPOHHOM CETH.

Hna moobydeHHMS MomeaW ObUT NMpUMEHEH CTAHMAPTHBIA ITOIXXOMT

«fine-tuning» B Keras. Huzke mpuBeaeH yIpoImeHHBIH IICeBIOKO;

# 3arpyska npexooydennoi momean FER
model = load pretrained FER model(weights=»pretrained
emotion model.h5»)
# 3aMOpo3Ka YacTH CBEPTOYHHIX CIOEB, YTOOBI He MepeoOyUINThH
6a3oBble PUIBTPHI
for layer in model.base _layers:
layer.trainable = False

# Pa3sMopo3Ka BepXHHX CJIOCB
for layer in model.top_layers:
layer.trainable = True
# KoMmmuranmst Momean
model.compile(optimizer=Adam(lr=0.0001),
loss="categorical _crossentropy’,
metrics=|[‘accuracy’])
# 3arpyska coGCTBEeHHOTO JaTacera
train_data,val data=load data(*my emotion_dataset/”,split=(0.7,
0.2))
test data = load data(*my emotion dataset/”, split=(0.1),
mode="test”)
# Ob6y4yeHNe B HECKOJIBKO BIOX
model fit(train_data,
validation data=val data,
epochs=10,
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batch_size=32,
callbacks=[EarlyStopping(patience=3, restore best
weights=True)])

# CoxpaHeHHe HOBOM MOTEIH

model.save(“my_finetuned emotion model.h5”)

Takum 06pa3oM, ONMUCAHHBIA METON MO3BOJSIET MOTYINTh 3ddek-
THBHYIO MOJIesTb Ha ocHOBe Keras, mpy MOMOIIHA KOTOPO# MOXKHO IMPOU3-
BOIUTH OIEHKY TEKYIIEero MCUX03MOIMOHATBHOTO COCTOSIHUS YeTOBEK
B pPeaTbHOM BPEMEHU C BBICOKOM CTETIEHBIO JOCTOBEPHOCTH.

Chnucok UcmouHUK08
1. KocapeBa E. M., JImxadesckuii /1. B. [Ipn3Haky moTeHIHAIBHO OIIAC-
HBIX JIAIT KaK OMHOM M3 YIPpo3 B cUcTeMax «yMHoro» ropomaa // Cospe-

MEeHHBIE MTPOOIeMBI PATNO3IEKTPOHUKH U TeleKoMMyHUKaruid, 2024,
Ne 7. C. 168.

— 264 —



