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AnHoTanusi. CTaTbs MOCBAIICHA WCCICAOBAHUIO TMPUMECHEHHUS Pa3IMUHBIX
MOJICJICH MAalIMHHOTO OOYUYEHHUsSl JJIs  BBISABJCHUS TPOSHCKUX TMPOTPaMM.
BrimonHeH cpaBHUTENBbHBINA aHamm3 3¢dexTuBHOCTH Mozenei Decision Tree,
Random Forest, K Nearest Neighbors u Stacked Classifier ¢ ucnonb3oBanuem
meTpuk Accuracy, Precision, Recall, F1 Score u AUC-ROC. OcHoBHOI 3a1aueii
padoThl ABJISACTCS OMpeaeiceHne HauboJiee TOUHOTO M HAJASKHOTO METoJa s
CBOCBPEMEHHOTO OOHAPYKEHUS U TIPOTHUBOACHCTBUS TPOSHCKAM MTPOrpaMMam.

KirueBsble cjioBa:  TposSHCKAas Nporpamma, MallMHHOEC — OOyY€HHUE,
knaccudukanus, Decision Tree, Random Forest, K Nearest Neighbors, Stacked
Classifier, Accuracy, Precision, Recall, F1 Score, AUC-ROC.
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TposHCKME MPOrpaMMBbl PEACTABISIOT COOOH BPEIOHOCHOE MPOTPAMMHOE
00eCrieYeHNE, KOTOPOE MACKUPYETCS TMOJA JIETUTUMHBIC TPHUJIOKEHUS, Tpe-
JOCTaBJIsISL 3IOYMBILIJIEHHUKAM JOCTYN K MEPCOHAIBHBIM JAHHBIM U pecypcam
NOJIb30BATENS. BBIIBIEHUE TAKMX MPOrpPaMM BaXKHO, TaK KaK OHU IPEICTABIISIOT
co0oif cepre3Hyr0 yrpody. MoryT noxumare KOH(QUACHLHAIBHBIC TAHHBIC,
TAaKHE KaK Mapoiy U OAHKOBCKUE PEKBHU3MTHI, HCIOJIB3YS AJIsL 3TOr0 PA3INYHBIE
METOJIbI, BKJIFOUAsi MEPEXBaT BBOJA C KJaBHATypbl. KpoMme TOro, OHM MOTYT
BbI3bIBaTh (PMHAHCOBBIE MOTEPHU, MPOBOJAS HECAHKIIMOHUPOBAHHBIC TPAH3AKIINH
WIA CcO3[aBas MOAJENbHBIE cyeTa. He MeHee omacHO TO, YTO HEKOTOPBIE
TPOSIHCKHE MPOrpaMMbl KIMEIOT CIIOCOOHOCTh MOBPEXKAATh CUCTEMY, YA U
u3MeHsAs (ainel M TEM CcaMbIM Jiehas KOMIBIOTEP HENPUTOAHBIM IS
UCINOJb30BaHus. TpagvIMOHHBIE METO/bI, OCHOBAHHBIC HA TIOMCKE HM3BECTHBIX
CUTHATYp BHUPYCOB, CTaHOBATCA MeHee OA(PPEKTUBHBIMHA, MOCKOJBKY
COBPEMEHHBIC YIPO3bl MOCTOSSHHO 3BOJIIOLHMOHUPYIOT. WMEHHO Mmo3TOMYy
AKTYaJbHBIM PEMICHUEM CTAJIO MPUMEHEHUE MAIIMHHOTO O0YYEHUS, CIIOCOOHOTO
BBISIBJIITH CKPBITHIE MATTEPHBI TOBECHUS 3aPAKEHHBIX YCTPOUCTB.

Cratpst mocBsillicHa pa3paboTke 3(Q(PEKTUBHBIX METOAOB WIACHTH(PHUKALH
TPOSIHCKHMX MPOTPaMM C MCIOJb30BAHUEM METOJOB MAIIMHHOTO 00y4YeHUs. MBbl
paccmarpuBaii HAOOP MAaHHBIX, cocTosiumil u3 177 482 HaOnwoaeHul, cpeau
KOTOpBIX 90 683 cOOTBETCTBOBAIM ciayyasMm 3apaxkeHus («Trojan») u 86 799 —
yuctbiM  («Benigny). JlaHHBIE TPEACTaBIsIA COOOM MOAPOOHOE OMUCAHUE
TEXHHUYECKUX ACMEKTOB CETEBOTO0 B3aMMOACHCTBHS YCTPOWCTB, TaKHX Kak
BPEMEHHBIE TTPOMEXKYTKH, OOBEMBI MEPEAABACMBIX JTAHHBIX, YACTOTHI MEPEAAYN
NAKETOB W IPYTHE CTATUCTHYECKHAE TAPAMETPBI.

MeTonnka aHaM3a COCTOsJIAa M3 HECKOJIBKUX MOCIICIOBATENbHBIX [IAroB.
Bo-nepBeix, Npou3olra O4YMCTKA JAHHBIX OT MPOMYCKOB W (POPMUPOBAHUE
HOBOro Ha0opa MPU3HAKOB, MO3BOJISIFOIIETO TOYHEE OMNPEACTUTh OTINYHS
MEXIY TOBEICHUEM 3aPAKCHHOTO M HE3aPAKEHHOTO YCTpoicTBa. 3arem
OCYILIECTBISUIOCH MPEOOPA30OBAHAE KATETOPUUYECKUX NPHU3HAKOB B YHMCIIOBOMA
dopmar, OamaHCHpOBKAa KjaccoB ¢ momombiy Meroga SMOTE wu
CTaHIapPTH3ALMS JAHHBIX JJs1 YCTPAHCHUS BIUSHUS Pa3Maxa BEJIMYMH.

Jlanee BBIMOJHSAJIOCH CPABHEHHE HECKOJBKMX TMOMYJSPHBIX MOJCTEH
MalIUHHOrO OOYyYEHUs: JAepeBa PEUICHUM, clydailHOro Jseca, k Omkaiimmx
coceneil u ancamOieBoro knaccupukaropa. UtoOsl BEIOPATh JIyUIIYEO MOJETb,
KaKAas U3 HAX IOPOLUIAa MPOUEAYPY ONTUMHU3ALMU THMIEPHAPAMETPOB C LENIBIO
MAaKCHMHU3HPOBATh TOYHOCTh KIACCH(PHUKALIVH.

B Tabn. 1 mpencraBneHbl HMTOrOBBIE PE3YJbTaThl CPABHEHUSI MOJEIICH,
OLICHUBACMBbIE MO OCHOBHBIM TOKA3aTEJsIM KAueCTBA. TOYHOCTH, MOJHOTE, F1-
mepe u wiomany noa kpuBoit ROC (AUC-ROC).
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Tabnuya 1
[Tokazatenu 3¢ ek THBHOCTH MOIeTICH MAIIMHHOTO O0yYCHHS
MTPH OMPEACIICHHH TPOSHCKUX MPOTrPaMM

. F1 AUC-
Model Accuracy | Precision | Recall Score ROC
Decision 0,95 0,95 095 | 0095 0,95
Tree

Random 0,95 0,95 0,95 0,95 0,95
Forest

K Nearest

Neighbors 0,91 0,91 0,89 0,90 0,91
Stacked 0,95 0,95 0,95 0,95 0,95
Classifier

[TonyueHHblE  JaHHbIE  MOKA3bIBAIOT  3HAUMTENILHOE  MPEUMYIIECTBO
Decision Tree u Random Forest, koTopbsle AOCTUITIM MPUMEPHO OJUHAKOBBIX
BBICOKMX YPOBHEH TOYHOCTM mopsaka 95 %, UTo CBUACTENBCTBYET O
CcTaOWJILHON ¥ TOYHOU padoTe 3TUX MOJIETEH.

Mogens K Nearest Neighbors, HecMOTpss Ha 4YyThb MEHBIIYK) OOMIYIO
OPOU3BOUTENILHOCTh,  OCTAE€TCS  JIOCTATOYHO  KOHKYPEHTOCIOCOOHOIA.
AHcaMOsIeBbII KIacCU(PUKATOP TAKKE MOATBEPANUI CBOIO HAAECKHOCTh, TOKa3aB
AHAJIOTMYHBIC PE3YJIbTATHI C IEPEBbIMU PEUICHUN U CYYalHBIM JIECOM.

PesynbraThl MOAYEPKUBAIOT MEPCMEKTUBHOCTh MPUMEHEHUS MALIMHHOTO
oOyueHus Jyis JETEKTUPOBAHUS TPOSHCKMX MPOrpaMM Ha OCHOBE aHalln3a
cereporo Tpaduka. HOBbI moaxox Mo3BOMMA €O31aTh BBICOKO3(P(PEKTUBHBIC
UHCTPYMEHTBI, CIOCOOHBIE YCHEIIHO BBISBISATH YIPO3bl B PEKHUME PEATbHOTO
BPEMEHHU, OTKpbIBas BO3MOKHOCTH Uil COBEPLICHCTBOBAHMS COBPEMEHHBIX
3AIIUTHBIX MEXAHU3MOB U CPEACTB KHOEPOE30MACHOCTH.
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TROJAN PROGRAM DETECTION

Abstract. The article is devoted to the study of the application of various
machine learning models to identify Trojans. A comparative analysis of the
effectiveness of the Decision Tree, Random Forest, K Nearest Neighbors, and
Stacked Classifier models was performed using Accuracy, Precision, Recall, F1
Score, and AUC-ROC metrics. The main objective of the work is to determine
the most accurate and reliable method for timely detection and countering
Trojan programs.
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