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Abstract—The paper describes the design of an algorithm for three-dimensional radio tomography of electron
concentration in the ionosphere based on the GNSS data. Simulation data are used to describe the algebraic
reconstruction techniques underlying the algorithm design; also considered are the methods taking into
account a priori information as well as the approaches to optimization of parameters of these algebraic meth-
ods. The results of the experimental ionospheric reconstruction obtained with the use of the data from the
precise positioning satellite system of the Republic of Belarus are presented.
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INTRODUCTION

The ionosphere is a highly ionized layer of the
Earth’s atmosphere, the state of which plays an
important role in radio communications, radio navi-
gation and various systems using electromagnetic
waves [1, 2]. Reliable information on the three-
dimensional (3D) structure of the electron concentra-
tion in the ionosphere makes it possible to improve the
accuracy of positioning and navigation, as well as to
provide more reliable short-wave radio communica-
tions in conditions of ionosphere variability [3—9].

Professor V.E. Kunitsyn, together with his stu-
dents, made a significant contribution to the develop-
ment of ionospheric radio tomography (IRT) tech-
niques. In his works [1, 10—12], he proposed effective
algorithms for IRT based on satellite data. The results
he obtained have become the basis for a modern
approach to 3D reconstruction of electron concentra-
tion distribution, which has been actively developing
in recent decades.

The advent of the Global Navigation Satellite Sys-
tem (GNSS) has provided convenient access to a vast
network of satellites emitting signals of different fre-
quencies that interact with the ionosphere while pass-
ing through it [1-3, 7, 9, 13—16]. Such data formed
the basis for numerous techniques of 3D IRT of elec-
tron concentration fields in the ionosphere, primarily
based on various iterative algebraic reconstruction
algorithms [17—20]. For example, IDA3D (Iono-
spheric Data Assimilation Three-Dimensional), an
ionospheric objective analysis algorithm presented in
[21], has successfully demonstrated a multisensor
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approach to the reconstruction of 3D models. An orig-
inal approach to testing IRT techniques based on
mathematical simulation is proposed in [22]. The
review [23] is devoted to the history of the develop-
ment of ionospheric reconstruction methods; it also
describes the current state and prospects for using
multi-instrument approaches to the reconstruction of
electron density, which is especially relevant for the
global monitoring in real time. MIDAS (the Multi-
Instrument Data Analysis System), an algorithm pro-
posed in [24] for imaging the Earth’s ionosphere, inte-
grates various data sources to design highly accurate
3D models of ionospheric electron concentration.

Despite these achievements, there are still a num-
ber of issues related to IRT based on GNSS data that
need to be addressed. The most important among
them are selection of the optimal size and geometry of
the reconstruction element—voxel (short for volume
and pixel, a 3D equivalent of pixel), techniques for
smoothing data to be reconstructed, justification of
the introduced restrictions and taking into account of
a priori information about the ionosphere state, as well
as multidimensional optimization of the parameters of
the developed algorithms [18, 25, 26]. Of particular
relevance in these conditions are the methods that take
into account a priori information for solution of IRT
problems [10, 12].

In this paper we discuss the algorithm developed
for 3D IRT and demonstrate its performance using the
simulation and experimental data. The algorithm is
based on the algebraic reconstruction techniques.
Certain restrictions have been introduced to ensure



184

GNSS

satellites

Ionosphere

GNSS receivers

Fig. 1. The principle of IRT based on GNSS data.

stability of the problem solution. The prospects for
application of the proposed approach to radio naviga-
tion systems are discussed.

The paper consists of four sections. Section 1
describes the initial data obtained during IRT with the
use of GNSS signals. Section 2 presents an algorithm
for 3D IRT based on algebraic reconstruction tech-
niques taking into account a priori information. Sec-
tion 3 is devoted to computer simulation of IRT tech-
niques. Section 4 analyzes the results of the experi-
mental verification of the 3D IRT algorithm using
data from the satellite system for precise positioning
(SSPP) of the Republic of Belarus. The conclusion
summarizes the main results obtained in this study and
outlines prospects for further research.

1. DESCRIPTION OF INITIAL DATA
AND PROBLEM STATEMENT

IRT that relies on GNSS data involves image
reconstruction in the region of interest by analyzing a
subset of integral projections (Fig. 1). These projec-
tions correspond to the passage of radio signals along
different trajectories (rays) formed by different geom-
etries of the satellites and receiving station locations,
which is equivalent to different directions (angles) of
ray propagations relative to the region of interest.
Inverse mathematical problems associated with image
reconstruction from measurements taken along rays
that either pass directly through the region of interest
or bend around its periphery (around the region) are
difficult to solve since the desired information, such as
the electron density distribution, is not directly avail-
able [17—20]. Instead, only its certain transforms or
projections are available. In practice, these measure-
ments represent incomplete and noisy data samples [1,
9, 13, 15, 17, 27]. Ionospheric radio tomography based
on satellite signals can be difficult to implement
because of the limited number of satellites and ground
stations, as well as the receiving aperture; also, it is
required to take into account additional a priori infor-
mation.
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To reconstruct 3D images of the ionospheric elec-
tron density, it is necessary to calculate linear integrals
based on the data obtained at different positions and
orientations of ray propagation through the region
observed. These linear integrals have the form of the
total electron content (7EC), which can be written for
an arbitrary time 7 as [1]

TEC(f) = j Ne(t,1ydl, (1)
/

where Ne(t, /) is the ionospheric electron density and /
specifies the trajectory of signal propagation between
the satellite and the receiver.

When reconstructing the ionosphere, 24 h is usu-
ally divided into time periods, each no longer than 30
min. All stages of determining the TEC—TEC calcula-
tion from code and phase pseudoranges, elimination
of cycle slips, and calculation of differential code
biases of GNSS signals—are described in detail in the
authors’ previous work [13], so that in this paper, we
use the results of TEC calculation obtained earlier.

In terms of computed tomography [1], and also,
taking into account the fact that electron density dis-
tribution is stable over a specified period of time, the
ionosphere is divided into a regular grid of n voxels (see
Fig. 2a). This approach is based on the spatial correla-
tion of the ionosphere, which assumes that electron
density is the same within a voxel. A number of studies
are devoted to the choice of voxel geometry [28, 29], as
well as the use of variable-size voxels [30]. Figure 2b
shows possible voxel geometry options in a rectangular
coordinate system (voxel 1), in a rectangular coordi-
nate system taking into account the curvature of the
Earth (voxel 2), and in a geographic coordinate system
(voxel 3).

The choice of the elementary voxel size is
extremely important in IRT [18, 25, 26, 28, 29]. With
a small voxel size, the spatial resolution is high, but in
this case, computational costs increase and many vox-
els may remain unrecorded. Increasing the voxel size
simplifies the reconstruction, but results in the quality
loss of interpretation of the processes taking place in
the ionosphere, which is unacceptable in practical
applications (navigation, location, and communica-
tion). The optimal voxel size determined from the
TEC measurements provides the best balance between
resolution and accuracy.

Thus, during reconstruction, continuous density
distribution Ne(/) is discretized by column vector x of
n X 1 dimension. The set of TEC measurements is
given as a column vector y of m X 1 dimension. The
linear integral in Eq. (1) includes the slant contribu-
tion of TEC along the entire trajectory of the ray from
the satellite to the receiver. The parametric represen-
tation of Eq. (1) may be written as follows:

TEC = » a;Ne(r,t)+¢, 2)

n
i=1
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where / and a are the sampling point and the weight for
numerical integration over the sampling points,
respectively; # is the total number of voxels in the ion-
ospheric grid; € is the measurement and simulation
error.

The set of all m measurements (2) can be repre-
sented as a discrete mathematical problem. With this
purpose, we introduce matrix A that relates the elec-
tron density distributions to the TEC measurements.
Then expression (2) can be written as

y = AX + ¢, 3)

where A is an m X n matrix that relates the electron
density distributions to the TEC measurements; € is an
m X 1 column vector of observation noise.

In this case, the IRT problem is reduced to the cal-
culation of the unknown distribution of electron den-
sity x in a specified observation region using the
known TEC measurement values of y and coefficient
matrix A.

2. ALGORITHM FOR 3D IONOSPHERIC
RADIO TOMOGRAPHY

Many various reconstruction algorithms have been
proposed to solve the IRT problem in recent years [1,
17-20, 25, 26]. Of these, the most widely used are iter-
ative techniques, which can be grouped into two cate-
gories [25, 26]:

+ iterative algebraic reconstruction technique
(ART), the Kaczmarz method, or classical ART; ran-
domized and symmetric Kaczmarz methods;

* iterative simultaneous algebraic reconstruction
technique (SART)—the classical SART algorithm, the
component averaging method (CAV), the Cimmino,
Landweber and diagonally relaxed orthogonal projec-
tions (DROP) methods.

The main drawback of ART algorithms is their high
sensitivity to initial approximation and high computa-
tional costs. Such techniques allow good reconstruc-
tion of high-contrast (very distinct against the sur-
rounding background) image details, which, however,
may be lacking in the initial approximations in IRT. At
the same time, reconstruction of the general back-
ground is performed less accurately and more slowly
and is often accompanied by the occurrence of arti-
facts in the form of “waves” and “beats” in the back-
ground areas of the reconstructed image. In such
cases, it makes sense to proceed to more complicated
SART algorithms with regularization, which take
proper account of a priori information, and as a result,
they deal with the above problems more effectively.

Iterative SARTSs are used in cases where the avail-
able measurements or observations are incomplete,
noisy or have constraints [18]. SARTs allow finding
the optimal solution to the inverse reconstruction
problem since they take into account all available data
and constraints and, thus, make it possible to obtain
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Fig. 2. Discretization of the ionosphere: (a) 3D voxels of
the ionosphere; (b) approaches to choosing the geometry
of one voxel.

more accurate and high-quality estimates in compari-
son with classical ART algorithms, which can be use-
ful for understanding ionospheric processes and pre-
dicting ionospheric activity.

However, when determining the initial values for
SART, it is also necessary to use empirical ionospheric
models that reflect only the average monthly variation
of the ionosphere, which is why the accuracy of the
tomographic results is low. These shortcomings are
eliminated using the constrained algebraic recon-
struction technique (CART) [25, 26].

During the research, we carried out a comparative
analysis of reconstruction algorithms, which showed
that it is advisable to design the algorithm being devel-
oped for reconstructing the ionosphere with con-
straints on the basis of the Landweber method [18,
25], which is characterized by the lowest computa-
tional complexity and high convergence rate. The
Landweber algorithm is based on an iterative proce-
dure for minimizing the mismatch functional by
sequentially updating the solution in the direction of
the antigradient. At each step, the current estimate is
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Table 1. Comparison of 3D reconstruction methods

Reconstruction method Runtime

Iterative algebraic reconstruction technique (ART)

Kaczmarz method 248.14 s
Randomized and symmetric 684.1s
Kaczmarz methods
Symmetric Kaczmarz method 212.98 s
Iterative simultaneous algebraic
Classical SART 0.48s
Landweber method 0.23s
Cimmino method 0.368 s
CAV 0.288 s
DROP 0.562's

Number Nor.malized Normalized
of iterations residual by residual by image x
measurements y
458 0.357 0.684
587 0.116 0.783
172 0.127 0.846
reconstruction techniques (SART)

1483 0.109 0.992
584 0.249 0.956
746 0.277 0.908
897 0.288 0.892
751 0.281 0.921

refined, taking into account the difference between
the calculated and measured data, the weighted matrix
of the forward problem operator, which ensures stable
convergence of the algorithm with low computational
complexity.

The comparative analysis, the results of which are
presented in the table, has confirmed that the
Landweber algorithm is most suitable for the 3D
reconstruction method being developed, since it
demonstrates one of the best ratios between the com-
putational efficiency (runtime—0.23 s) and accuracy
(measurement residual—0.249, image residual—
0.956).

This is also true for Kaczmarz methods; compared
to them, the Landweber algorithm provides higher
accuracy with comparable runtime. Although the
algorithms, such as DROP and CAYV, have similar
computational efficiency, they require more iterations
and show worse results.

All algorithms were tested on the same computing
equipment: AMD Ryzen 7 7700 processor (8 cores,
3.8 GHz) with 32 GB of DDR4 RAM. The algorithms
were implemented in the MATLAB environment with
built-in functions to work with matrices. The calcula-
tion was performed on an 8-core processor. The time
values (see Table 1) are the average for 10 independent
runs for each algorithm on the same data set with a size
of 14850 (the number of voxels by latitude is 18, 33—
by longitude, and 25 by height). It should be noted
that although the program execution time is specific to
each particular computing platform and implementa-
tion, the relative ratios of the algorithm execution
speed allow us to compare them in terms of their com-
putational efficiency. On other platforms, though the
absolute time values may differ, but the ratio between
the algorithms will remain the same.

The results shown in Table 1 were obtained in the
simulation aimed to estimate the efficiency of differ-

ent reconstruction algorithms. The simulation condi-
tions, including noise parameters, the model used,
and the experimental methodology, are described in
detail in Section 3.

To take into account the constraints on the
smoothness of the electron density distribution, we
introduced n X n matrix B, which links adjacent voxels
using a 9-point finite-difference approximation of the
Laplace operator [25, 26]. For this purpose, the obser-
vation Eq. (3) is supplemented with the following:

aBx +¢,, =0, 4)
where g, is the approximation noise; o is the weight-
ing coefficient at which the approximation noise and
the noise € are equal in level.

The developed algorithm was modified for the ini-

tial data and it is reduced to an iterative calculation of
the expression

ikﬂzik_'_ﬁxkAT(y_A&k)’ 5)

where % © is the estimate of the electron concentration
vector x at the nodes of the m X n grid at the k-th iter-
ation; P is the coefficient taking into account the

weight of the a priori values of vector f(o; Ay is the
relaxation coefficient that takes into account the a pri-
ori distribution of the electron concentration;

A= ||A B||T is the augmented observation matrix sup-

plemented with the constraint matrix B; § = ||y 0||T is
the augmented observation vector supplemented with
the zero n-dimensional vector O.

The algorithm proposed for 3D reconstruction of
the ionosphere based on the modified Landweber
algorithm with the introduced constraints consists of
the following stages [27]:

» determination of spatial resolution;
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* reception of incoming input measurements y;

+ calculation of matrix A components based on
data on the coordinates of satellites and ground sta-
tions;

+ setting of the initial values of x° taking into
account the data of the IRI-2016 ionospheric model
[31—33] or the constraints according to Chapman [1]
in the absence of a priori information;

* initialization of A, with the data on the a priori
distribution of electron concentration [31—33];

+ calculation of the constraint matrix B [25, 26]
and its addition to matrix A;

+ calculation of expression (4) until the required
accuracy is achieved (decision to stop the iterations).

The vector of measurements y (with m X 1 dimen-
sions), which contains the values of the TEC in the
ionosphere along the lines of “satellite — ground
receiving station” (1)—(3), arrives at the input of the
reconstruction algorithm. The spatial resolution is
determined by the number of voxels in height n,,, lati-
tude n, and longitude n,,,. The total dimension » of
the vector x being reconstructed is given as

n=n, XA XAop-

While calculating the observation matrix A for each
ray (satellite — ground station), we determine the vox-
els intersected by this ray. The length of the ray inter-
section with each of such voxels is recorded in the cor-
responding matrix cell; the elements corresponding to
the voxels through which the ray does not pass are
equal to zero.

An example of the calculated observation matrix is
shown in Fig. 3 for the following initial data: the total
number of voxels is 108000 (number of voxels: 60 in
latitude, 60 in longitude, and 30 in height); the total
number of TEC measurements is 564 (for 94 stations
and 6 satellites for each station).

To determine the initial state of the electron density
in the nodes of the voxel grid x°, we use both the
empirical data from the model of International Refer-
ence lonosphere (IRI) 2016 [31—33] and analytical
approaches. IRI-2016 provides information on the
height levels and seasonal variations of the ionosphere
for different geographic coordinates. The Chapman
profile (for night-time) and the exponential model
(for day-time) are used at the modeling stage.

It is advisable to calculate the initial value of vector
x? being reconstructed for night-time, as well as the
relaxation coefficient A, in accordance with the Chap-
man equation, which describes the distribution of
electrons in the ionosphere Necy,, depending on the
height [14]:

NeChap(hr) = Nemax €Xp (C [1 - hr - exp(—h r)]) 5 (6)
where Ne,,, is the maximum value of the electron
density (at the ionospheric pierce point (IPP) height;
c is the index of the Chapman equation (at ¢ = 0.5, the
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Fig. 3. Example of the calculated observation matrix A.

equation is called a-Chapman; at ¢ = 1, -Chapman);
h. is the reduced height.

Day-time conditions are better represented by the
exponential distribution Ne, [14]:

Neexp(hr) = Nemax eXp(—h r)' (7)

Figure 4 illustrates the calculation of a two-dimen-
sional a priori spatial distribution of the electron con-
centration in accordance with Egs. (6), (7).

The Chapman equation and the exponential func-
tion are based on the physics of the atmosphere and
the results of its long-term observation, so that they
allow taking into account a priori information on the
distribution of electrons in the ionosphere by height at
the stage of its reconstruction. It is assumed that the
ionosphere consists of a single layer of electrons that
are exponentially distributed by height. In Egs. (6),
(7), an assumption is introduced that there are no
oscillations in the ionosphere in the horizontal plane,
and the absorption coefficient of solar radiation is
constant (which is equivalent to the assumption of
monochromatic radiation).

Although the real state of the ionosphere may be
more complex, Egs. (6), (7) allow us to quickly process
the observations and present the a priori distribution
of the ionosphere by height for its subsequent recon-
struction. Coefficient 3 in (4) makes it possible to take
into account the weight of the a priori value of x°
obtained in accordance with Egs. (6)—(7) taking into
account the averaged values of y over the entire set of
voxels.

As can be seen in Fig. 5a, some voxels (for example,
Xs) are not covered by observations, i.e. the model
under consideration does not provide complete cover-
age. In the frames of the standard reconstruction pro-
cedure, the values of such voxels will converge to the a
priori specified ones. To eliminate this discrepancy,
we introduce matrix B, which imposes constraints on
the smoothness of the distribution function. Then, if
not a single ray passes through a voxel, the latter will
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Fig. 5. Schematic of a constraint matrix construction based on the second-order Laplace operator: (a) two-dimensional plane;

(b) central element; (c) face; (d) edge; and (e) vertex.

extract information from its neighbors, and a voxel
that has a sufficient number of independent measure-
ments at its disposal (overdetermined) takes its value
as a result of direct calculation from the initial data. In
order to ensure the smoothness of the solution and the
influence of local features on adjacent areas, equa-
tions relating the values of adjacent voxels are added to
the final system.

In particular, the differences between the value of
the current voxel and the average over its nearest
neighbors are included in the regularization functional
(or matrix B), the minimization of which contributes
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to smoothing. This procedure is mathematically writ-
ten as an additional system of linear equations (4).

The correct choice of matrix B in (8) plays a crucial
role in the reconstruction of the electron density dis-
tribution in the ionosphere. One way to solve this
problem is to use a multipoint finite-difference
approximation of the second-order Laplace operator
[25, 26]. The main idea of this approach for the two-
dimensional case is illustrated in Fig. 5a. The cells
x;(j=1, 2, ..., 9) are shaded in gray in an arbitrary
scale. The measuring ray never intersects the cell in
the center (x5). Imposing a constraint in the form of a
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Fig. 6. Mathematical model of the ionosphere and the results of its reconstruction: (a) sections by height and latitude and (c)

VTEC; (b) sections by height and latitude, and (d) VTEC.

Laplacian on the base field allows us to derive the
value of x5 from the adjacent cells.

In accordance with the basic rules, the constraints
for voxels lying in the center of the observed area are
specified using a nine-point finite-difference approx-
imation of the second-order Laplace operator shown
in Fig. 5b (the voxel being reconstructed is shown in
red). When voxels are located on the boundary of the
observed area, the operator must be adjusted accord-
ingly. The rules for voxels located on the face (Fig. 5¢),
edge (Fig. 5d) and vertex (Fig. 5¢) are formed individ-
ually. For the remaining layers, operators are specified
according to the previous rules. Note that other
approaches to the formation of discrete Laplacians in
the reconstruction of 3D images also allow us, to a cer-
tain degree or adaptively, to take into account the cor-
relation of the values of adjacent voxels [34—36].

It is important that the regularization matrix B is
calculated once before the iteration process starts and
it remains constant at all steps of the algorithm. Each
element of matrix B is a weight coefficient corre-
sponding to the pattern of the nine-point Laplace
operator, as shown in Fig. 5.

Since matrix A is supplemented with an n X n-
dimensional constraint matrix B, the input vector y is
supplemented with a vector of zero values of n X 1
dimension in order to maintain the dimensions.

GYROSCOPY AND NAVIGATION  Vol.16 No.2

3. RESULTS OF COMPUTER SIMULATION

To study the performance of the reconstruction
algorithm, we carried out the mathematical simula-
tion using the following initial data: the total number
of voxels was 14850 (the number of voxels: 18—in lati-
tude, 33—in longitude, and 25—in height); the total
number of TEC measurements was 564 (for 94 stations
and 6 satellites for each station). Let us represent the
voxels in the geodetic coordinate system (Figs. 6a, 6b).
The controlled parameters are the discrepancies in
measurements and images.

Figure 6 shows the initial mathematical model of
the ionosphere and the results of its reconstruction
based on artificial noise data in the form of the distri-
bution of the vertical total electron content (VTEC,
TECU) in various sections—in latitude, longitude, and
height. In the framework of the simulation, noisy
measurements were formed as follows: an additive
normally distributed random error was added to the
vector of real TEC values. The noise level was 1% of
the average value of the measurement vector, which
allowed us to reproduce the random measurement
noise that occurs in real conditions as a result of ambi-
guities in phase measurements and instrument errors.

In the practical implementation of ionospheric
reconstruction algorithms, of critical importance is
the choice of weighting coefficients o (considering
smoothness constraints) and B (considering a priori
values). This procedure is nontrivial and requires the
use of parametric optimization methods.
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During the analysis of the reconstruction results
using model data, we determined the optimal values of
the weighting coefficients: o = 50 to take into account
smoothness constraints and = 0.4 to take into
account a priori information (see Fig. 7a).

When using the a priori values given by Eqgs. (4)—
(7) and also, when calculating VTEC, the key factor is
determination of the IPP height, where the maximum
electron density is observed. This height varies
depending on the region, time of day, and season. For
example, according to the IRI-2016 with the IGRF-13
coefficients for 2020, in the Minsk region, the IPP
height varied from 220 to 350 km [32]. Figure 7b shows
the dependence of the percentage reconstruction error
on the deviation in the choice of the IPP height. It is
evident from the graph that the reconstruction error is
minimal if the IPP height coincides with its true value,
and it increases linearly with the discrepancy between
the true IPP height and the height used in the recon-
struction algorithm. A 20% error in determining the
IPP height causes an increase in the normalized
reconstruction error of up to 20%.

4. RESULTS OF THE EXPERIMENTAL
STUDIES

To demonstrate the performance of the proposed
algorithm, we conducted experimental studies using
the data for February 27, 2023, which was a period of
a strong geomagnetic storm with the K, = 7, with the
aurora polaris observed over the territory of the
Republic of Belarus. The source information was
RINEX files (navigation and observation data) from
the SSPP. The 3D reconstruction was carried out
based on the results of the TEC measurements for
94 SSPP stations. A 15-min sampling rate was chosen
to ensure the required amount of data. The IRI-2016
data were used as initial conditions.

Figure 8 shows the TEC calculated using the meth-
odology proposed in [13]. The graph in Fig. 8a shows

the TEC variations for the SSPP Rechitsa station; the
TEC obtained for different GNSS satellites are shown
in different colors. The graph clearly shows the char-
acteristic daily variations and fairly large fluctuations
associated with the geomagnetic storm. The graph in
Fig. 9b displays the averaged TEC values for all 94
observation stations, which makes it possible to show
the general dynamics of ionospheric disturbances over
the region on February 27, 2023.

Figure 9 shows the calculation results for the VTEC
spatial distribution over the territory of Belarus and
adjacent countries at different points in time: 08:00
UTC—the initial phase of the disturbance; 10:00
UTC—the development of the ionospheric storm;
12:00 UTC—the maximum phase of the disturbance,
14:00 UTC—the recovery phase. The maps clearly
demonstrate the significant spatial heterogeneity of
the electron distribution, characteristic of periods of
geomagnetic disturbances.

Figure 10 shows a 3D reconstruction of the elec-
tron concentration fields in the ionosphere performed
using the proposed algorithm based on the data from
94 SSPP ground stations and 6 satellites per station
during the geomagnetic storm on February 27, 2023
over the territory of Belarus. The total number of vox-
els n was 14 850 (18, 33, and 25 in latitude, longitude,
and height, respectively). Also shown are the sections
of the reconstructed region in two planes (with a con-
stant latitude of 54° and a constant longitude of 27.5°)
and the VTEC obtained by the summation of the
reconstructed field over vertical columns.

In addition, Fig. 10 clearly shows the characteristic
maximum of the electron concentration at heights of
300—400 km, which corresponds to theoretical ideas
about the ionospheric structure. Of particular interest
are significant horizontal inhomogeneities in the
VTEC distribution, which are typical for periods of
geomagnetic disturbances. The results obtained
demonstrate a high degree of consistency between the
reconstructed and physical models of the ionosphere.
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Fig. 8. VTEC time dependence over the territory of the Republic of Belarus on February 27, 2023: (a) according to the data from

one Rechytsa station and (b) averaged over 94 stations.

Fig. 9. An example of VTEC interpolation at different points in time on February 27, 2023, based on data from GNSS satellites
and 94 observation stations over the territory of the Republic of Belarus and adjacent states: (a) 08:00:00; (b) 10:00:00;

(c) 12:00:00; (d) 14:00:00.

They allow detailed observation and analysis of the
dynamics of ionospheric disturbances during a geo-
magnetic storm. Experimental verification of the algo-
rithm using real data has confirmed its effectiveness
and practical applicability to the monitoring of the
ionosphere state the under conditions of geomagnetic
disturbances.

CONCLUSIONS

The article presents a comprehensive approach to
the problem solution of 3D IRT of the electron con-
centration in the ionosphere using GNSS data. The
following main results have been obtained in this
study:
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Fig. 10. An example of reconstruction of the electron distribution at different points in time on February 27, 2023, based on data
from GNSS satellites and 94 SSPP observation stations over the territory of the Republic of Belarus and adjacent states:

(a) 08:00:00; (b)10:00:00; (c)12:00:00; (d)14:00:00.

(1) a modified algorithm for simultaneous alge-
braic reconstruction with introduced constraints
based on the Landweber method has been developed
and implemented. The algorithm is characterized by a
high convergence rate and relatively low computa-
tional complexity, which makes it promising for use in
real-time systems;

(2) mathematical simulation was performed to esti-
mate the efficiency of the algorithm with the following
parameters: 14 850 voxels (18 in latitude, 33 in longi-
tude, and 25 in altitude) and 564 TEC measurements
(for 94 stations and 6 satellites for each station). The
simulation results have confirmed the algorithm

GYROSCOPY AND NAVIGATION  Vol. 16

robustness to measurement noise and the ability to
reconstruct the spatial structure of ionospheric homo-
geneities;

(3) optimal weighting coefficients of the algorithm
have been determined to take into account a priori
information (B = 0.4) and smoothness constraints
(o0 = 50), ensuring stable reconstruction with a sam-
pling rate of 15 min, as well as a balance between it and
spatial resolution;

(4) the algorithm was experimentally verified on
real data from RINEX files of the satellite system of
precise positioning of the Republic of Belarus for Feb-
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ruary 27, 2023, during a strong geomagnetic storm
(K,=17).

The results obtained have demonstrated the ability
of the algorithm to effectively reconstruct the 3D
structure of the ionosphere even under conditions of
significant disturbances and can be used to develop
systems for real-time monitoring of the ionosphere
state. The proposed algorithm can be used in various
applications, such as space weather forecasting, ensur-
ing reliable operation of satellite navigation and com-
munication systems, as well as in fundamental studies
of ionospheric processes.

Promising areas of further scientific research are
the development of methods for integrating data from
different sources, including ionosondes, to improve
the accuracy of reconstruction; optimization of IRT
algorithm parameters; accounting for geodetic and
temporal variations in the distribution of electrons;
analysis under conditions of extreme geomagnetic dis-
turbances, as well as development of systems for real-
time monitoring of the ionosphere state for space
weather forecasting and ensuring stability of radio
engineering systems.
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